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Plan for Today

In this second lecture on extensive games, we are going to introduce

the notion of imperfect information:

• uncertainty about the current state of the game being played

• translation to (and now also from) the normal form

• imperfect-information games with perfect recall

• subtle differences between mixed and behavioural strategies

• Kuhn’s Theorem: condition under which they coincide

• Computer Poker : example for an application of these concepts

Much of this (and more) is also covered in Chapter 5 of the Essentials.

K. Leyton-Brown and Y. Shoham. Essentials of Game Theory: A Concise, Multi-

disciplinary Introduction. Morgan & Claypool Publishers, 2008. Chapter 5.
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Terminology: Incomplete vs. Imperfect Information

Distinguish imperfect information from incomplete information:

• Incomplete information: uncertainty about the rules of the game,

such as the utilities of other players (↪→ Bayesian games)

Example: Haggling (you don’t know the seller’s reservation price)

• Imperfect information: uncertainty about current state of play ,

such as the actions taken by others (↪→ today’s games)

Example: Battleship (you don’t know opponent’s ship positions)
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Extensive Games with Imperfect Information

A strategic imperfect-information game (in extensive form) is a tuple

〈N,A,H,Z, i, A, σ,u,∼〉, where 〈N,A,H,Z, i, A, σ,u〉 is a (finite)

extensive-form game (with perfect information), i.e.,

• N = {1, . . . , n} is a finite set of players;

• A is a (single) set of actions;

• H is a set of choice nodes (non-leaf nodes of the tree);

• Z is a set of outcome nodes (leaf nodes of the tree);

• i : H → N is the turn function, fixing whose turn it is when;

• A : H → 2A is the action function, fixing the playable actions;

• σ : H ×A→ H ∪ Z is the (injective) successor function;

• u = (u1, . . . , un) is a profile of utility functions ui : Z → R;

and ∼ = (∼1, . . . ,∼n) is a profile of equivalence relations ∼i on H for

which h ∼i h
′ implies i(h) = i(h′) and A(h) = A(h′) for all h, h′ ∈ H.
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Modelling Imperfect Information

We use ∼i to relate states of the game that player i cannot distinguish.

Write Hi := {h ∈ H | i(h) = i} for the set of choice nodes in which it

is player i’s turn. We only really need to know ∼i on Hi (not H \Hi).

Thus, for every player i ∈ N , ∼i is an equivalence relation on Hi such

that h ∼i h
′ implies i(h) = i(h′) and A(h) = A(h′) for all h, h′ ∈ Hi.

Remark: Constraints on i and A needed to ensure indistinguishability.

Otherwise, you might infer extra information from i or A.
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Example

An imperfect-information game where Player 1 cannot tell apart the

two lower choice nodes in which it is her turn:

1

2

1

(0, 0)

X

(2, 4)

Y

A

1

(2, 4)

X

(0, 0)

Y

B

L

(1, 1)

R

∼1

Remark: In later examples we will omit the subscript in ∼1, as it is

always clear from context who is uncertain.
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Equivalence Classes

The indistinguishability relation ∼i partitions the space Hi. Notation:

• The set of all choice nodes that are indistinguishable from node h

as far as player i is concerned (equivalence class):

[h]∼i
:= {h′ ∈ Hi | h ∼i h

′}

• The set of all such equivalence classes for player i (quotient set):

Hi/∼i := {[h]∼i
| h ∈ Hi}
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Pure Strategies

A pure strategy for player i maps any given equivalence class [h]∼i
to

an action that is playable in (all of!) the choice nodes in [h]∼i
.

So: a function αi : Hi/∼i → A with αi([h]∼i
) ∈ A(h′) for all h′ ∈ [h]∼i

.
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Alternative Definition of Pure Strategies

Conceptually, pure strategies map equivalence classes to actions.

But mathematically, we could just as well choose to define pure

strategies as mapping choice nodes to actions:

A pure strategy is a function αi : Hi → A with αi(h) ∈ A(h)

for all h ∈ Hi, such that αi(h) = αi(h
′) whenever h ∼i h

′.

Thus, we can think of an imperfect-information game as a standard

extensive game where certain strategies are not permitted.

Remark: This does not mean that imperfect-information games are

special cases of extensive games (the opposite is true!).
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Translation to Normal Form

We can translate imperfect-information games into normal-form

games, just as we did for (perfect-information) extensive games.

Clear once you understand that incomplete-information games are just

extensive games with restricted pure strategies (↪→ previous slide).

Thus: full machinery available (mixed Nash equilibria, . . . ).
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Translation from Normal Form

We had seen that not every normal-form game can be translated into

a corresponding (perfect-information) extensive game . . .

In contrast, every NF-game can be translated into an II-game.

Use indistinguishability relation to ‘hide’ sequential nature. Example:

C

D

C D

−10 −25

0 −20

−10 0

−25 −20

Row

Col

(−10,−10)

C

(−25, 0)

D

C

Col

(0,−25)

C

(−20,−20)

D

D

∼
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Exercise: High-Risk/Low-Risk Gamble

Consider the following imperfect-information game:

1

2

(5, 5)

Safe

1

(9, 1)

Left

(1, 9)

Right

Gamble

High

2

1

(4, 6)

Left

(6, 4)

Right

Gamble

(5, 5)

Safe

Low

∼

This meets our definitions. Still: what’s ‘wrong’ with this game?
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Perfect Recall

In the game on the previous slide, in the final round Player 1 is

assumed to forget the action she played in the first round . . .

An imperfect-information game has perfect recall , if h ∼i h0 implies

h = h0 for the root node h0 and all players i ∈ N , and if the following

hold for all i ∈ N , all choice nodes h, h′ ∈ H, and all actions a, a′ ∈ A:

(i) if σ(h, a) ∼i σ(h′, a′), then h ∼i h
′

(ii) if σ(h, a) ∼i σ(h′, a′) and i(h) = i, then a = a′

Thus, in a perfect-recall game no player i can resolve indistinguishability

by inspecting the history of (i) nodes visited or (ii) actions she played.

Note: Every perfect-information extensive game has perfect recall .

Remark: Games w/o perfect recall can make sense in certain contexts.

Think of having different agents play on your behalf in different rounds

and suppose communication between them is limited.
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Mixed vs. Behavioural Strategies

Let Hi/∼i = {[h1i ]∼i
, . . . , [hmi ]∼i

} be the set of equivalence classes of

choice nodes where it is player i’s turn.

Recall: A pure strategy for i is some αi ∈ A(h1i )× · · · ×A(hmi ).

Thus: A mixed strategy for i is some si ∈ Π(A(h1i )× · · · ×A(hmi )).

Clean definition. Nice. But are mixed strategies the right concept?

More natural to assume players mix locally in each choice node . . .

A behavioural strategy for i is some si ∈ Π(A(h1i ))× · · · ×Π(A(hmi )).

Issue: Can we work with behavioural instead of mixed strategies?

Definition: Two strategies for player i are called outcome-equivalent

if, for every partial profile of pure strategies of the other players, the

induced probability distributions over outcomes are the same.
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Example: Mixed 6= Behavioural Strategy

In this one-player game, Ann is asked to play two actions in sequence

and assumed to forget what she did after the first action got played.

She wins (utility 1) if she chooses the same action twice.

Ann

Ann

(1)

L

(0)

R

L

Ann

(0)

L

(1)

R

R
∼

Pure strategies:

LL, LR, RL, RR

Suppose we want a non-pure strategy that maximises expected utility:

• Mixed strategy ( 1
2 , 0, 0,

1
2 ) does the job: EU = 1

2 · 1 + 1
2 · 1 = 1

• Any behavioural strategy ((p, 1−p), (q, 1−q)) must specify

probabilities p to choose L first and q to choose L second:

EU = p · q+ (1−p) · (1−q) = 1 + 2pq−p− q < 1 unless p = q = 0, 1
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Another Example: Mixed 6= Behavioural Strategy

Recall: Just now we saw that there exist mixed strategies that do not

admit any outcome-equivalent behavioural strategy.

It gets worse. Here is another one-player game:

Ann

Ann

(0)

L

(1)

R

L

(0)

R
∼ So Ann wins if she manages to play

L and R in order. But she forgets

what (and whether!) she played.

Her pure strategies are L and R

(more precisely, __ : H/∼ → {L,R}).

Playing the behavioural strategy ( 1
2 ,

1
2 ), she wins 25% of the time.

Playing whatever mixed strategy (picking L or R), she never wins.

Thus: There exist behavioural strategies that do not admit any

outcome-equivalent mixed strategy. End of story?
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Kuhn’s Theorem

Good news:

Theorem 1 (Kuhn, 1953) In a (finite) imperfect-information game

with perfect recall, for any given mixed strategy of a given player, there

exists an outcome-equivalent behavioural strategy for the same player.

Proof on next slide.

Remark: The converse holds as well (and sometimes is

considered part of Kuhn’s Theorem). Proof omitted.

Thus: We can move freely between our two types of

randomised strategies. Nice.

Harold W. Kuhn
(1925–2014)

H.W. Kuhn. Extensive Game and the Problem of Information. In: H.W. Kuhn

and A.W. Tucker (eds.), Contributions to the Theory of Games, 1953.
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Proof

Claim: For any perfect-recall game, for any given mixed strategy si of

player i we can find an outcome-equivalent behavioural strategy s?i .

Proof: We need to fix s?i (h)(a) for any h ∈ Hi and a ∈ A(h) . . .

Let p(si, h) denote the probability of passing through h when player i

plays si and the others play pure strategies consistent with reaching h.

Let p(si, σ(h, a)) be defined analogously. Fix:

s?i (h)(a) :=
p(si, σ(h, a))

p(si, h)

(
and s?i (h)(a) :=

1

|A(h)|
if p(si, h) = 0

)
Clear: probabilities add up to 1 in each node:

∑
a∈A(h)

s?i (h)(a) = 1 X

But to be a well-defined behavioural strategy, s? also must respect ∼i:

h ∼i h
′ ⇒ s?i (h)(a) = s?i (h′)(a)

Due to perfect recall , the actions played by i on the path to h are the

same as those on the path to h′. Nothing else affects probabilities. X
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Application: Computer Poker

Discussion: Is Poker about imperfect or about incomplete information?

The well-known recent work on building an intelligent agent to play

Poker (for two players and a simplified set of rules) models the game

as an extensive imperfect-information game and attempts to compute

Nash equilibria in behavioural strategies.

The main challenge is in dealing with the sheer size of such games.

This is tackled using a mix of game theory, abstraction techniques,

combinatorial optimisation, and (in some cases) machine learning.

N. Brown and T. Sandholm. Superhuman AI for Heads-up No-limit Poker: Libratus

Beats Top Professionals. Science 359:418–424, 2018.
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Let’s Play: Simplified Poker

Two players can play this variant of Poker using three cards:

Both ante 1 dollar and draw a card. Player 1 bets 1 extra dollar or

folds. If she bets, Player 2 calls (also bets 1 extra dollar) or folds.

If you fold , then your opponent gets the pot (thus winning 1 dollar).

If a bet is called , then it comes to a showdown (winner gets 2 dollars).

Now: What strategy do you choose for each of the two possible roles?
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Exercise: Analysing Simplified Poker

Think of Nature as a third player who moves first and has six actions

(KQ, KJ, QJ, QK, JK, JQ). Assume she always uses a mixed strategy

that gives each action the same probability of 1
6 .

Task 1: Draw the game tree for this game!

Any behavioural strategy of Player 1 can be described by the

probabilities to bet upon drawing king (pK), queen (pQ), jack (pJ).

Any behavioural strategy of Player 2 can be described by the

probabilities to call upon drawing king (qK), queen (qQ), jack (qJ).

Task 2: Find all Nash equilibria!

• Straightforward to see what pK , qK , and qJ should be!

• Now what about pQ?

• For the remaining pJ and qQ some tedious calculations seem

unavoidable. But use the fact that this is a zero-sum game.
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We start by drawing the game tree:

N

1

2

(2,−2)

call

(1,−1)

fold

bet

(−1, 1)

fold

KQ

1

2

(2,−2)

call

(1,−1)

fold

bet

(−1, 1)

fold

KJ

1

2

(2,−2)

call

(1,−1)

fold

bet

(−1, 1)

fold

QJ

1

2

(−2, 2)

call

(1,−1)

fold

bet

(−1, 1)

fold

QK

1

2

(−2, 2)

call

(1,−1)

fold

bet

(−1, 1)

fold

JK

1

2

(−2, 2)

call

(1,−1)

fold

bet

(−1, 1)

fold

JQ

∼ ∼ ∼

∼ ∼

(missing from picture: leftmost and rightmost 2 also linked via ∼)

Clear: pK = 1, qK = 1, qJ = 0 (dominated actions = dotted arrows)

What about pQ? Given Q , Player 1 gets EU 1
2 (1−2) = − 1

2 if she bets.

If she folds, she always gets −1. So she should bet! ⇒ pQ = 1
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Solving Poker

Once we have eliminated all actions we found to be strictly dominated,

we are left with a much simpler game with two actions per player:

bet on J

fold on J

call on Q fold on Q

− 2
6 0

0 − 1
6

+ 2
6 0

0 + 1
6

Here the payoffs shown are the expected utilities in the original game

in case Nature plays using a uniform probability distribution.

Example: u1(bet on J, call on Q) = 1
6 · (2 + 1 + 1− 2− 2− 2) = − 2

6

The only NE for the above game is ( 1
3 ,

1
3 ). Thus: pJ = 1

3 and qQ = 1
3
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Summary

This concludes our review of extensive games in general and of

imperfect-information games in particular:

• model: basic extensive games + indistinguishability relation

• same expressive power as normal form: translation possible

• behavioural strategies more natural than usual mixed strategies

• Kuhn’s Theorem: for imperfect-information games of perfect recall,

we can rewrite any mixed strategy as a behavioural strategy

What next? How do you design a game when you hope for a certain

outcome but expect players to be strategic (↪→ mechanism design)?
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