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Abstract

Treating existential quantifiers as modal diamonds, we study the n-variable fragment
L,, of first-order logic, as if it were a modal formalism. In order to deal with atomic
formulas adequately, to the modal version of the language we add operators corresponding
to variable substitution.

Since every modal language comes with an abstract Kripke-style semantics, this modal
viewpoint on L, provides an alternative, far more general semantics for the latter. One
may impose conditions on the Kripke models, for instance approximating the standard
Tarskian semantics. In this way one finds that some theorems of first-order logic are ‘more
valid’ than others.

As an example, we consider a class of generalized assignment frames called local cubes;
here the basic idea is that only certain assignments are admissible. We show that the
theory of this class is finitely axiomatizable and decidable.
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1 Introduction

It is the aim of this paper to give an introduction to the modal perspective on first-order logic
that has been investigated in recent years by some Dutch and Hungarian researchers. This
modal point of view was first developed in (Venema, 1989), but it builds on insights developed
in the algebraic theory of relations, cf. (Henkin et al., 1971 1985) or (Németi, 1986). The
research has lead to a number of dissertations (Marx, 1995; Mikulas, 1995; Venema, 1992) and
articles, of which we only mention (Andréka et al., 1995; van Benthem, to appear; Venema,
1995a). Although we prove some new results here (concerning the finite axiomatizability and
decidability of modal versions of first-order logic), the intended contribution of the paper
lies in a perspicuous presentation of the modal perspective on first-order logic and the proof
techniques rather than in the importance of these results.

The starting point of this research is the observation that modal operators resemble quan-
tifiers in the predicate calculus. These resemblances were already noticed early in the modern
development of modal logic, and in fact form one of the basic insights underlying correspon-
dence theory of modal logic. In general, correspondence theory studies the relation between
modal and classical languages as formalisms for describing the same classes of relational
(Kripke) structures, cf. (van Benthem, 1984). The usual direction in correspondence theory
is to start with a modal language, and then search for a fragment of first-order logic which is
expressively equivalent to it. The aim that we set ourselves is the converse, namely to devise
and study modal formalisms that are as expressive as first-order logic itself.

The basic idea underlying our approach is that we will simply treat the existential quan-
tifier as if it were a modal diamond. The motivation for this is that in the standard Tarskian
truth definition of first-order logic, the statement ‘Jv;¢ is true in model 9 under assignment
s’ holds if and only if there is an assignment s’ which differs from s at most for the variable
v;, such that ¢ is true in 9 under s’. The semantic connection with modal logic lies in the
fact, that we can see this relation =; between assignments of ‘differing at most with respect
to the variable v;” as an accessibility relation between assignments. This presupposes that
the assignments are the possible worlds in our intended semantics; hence, we arrive at multi-
dimensional modal logic by identifying assignments with tuples over the base set U of the
model. Since n-ary relations over a set U are sets of n-tuples over U, in our n-dimensional
modal formalisms, such relations are precisely the extensions of the propositional variables
— this explains the title of the paper.

First-order logic has been discussed from such a modal perspective before — as an example
we mention the system PREDBOX of (Kuhn, 1980) (this paper also discusses some other
approaches from the literature). PREDBOX is a sorted modal logic: the language contains
disjoint sets of propositional variables for every natural number n, corresponding to n-adic
predicate symbols of first-order logic. Kuhn’s system is closely related to Quine’s predicate-
functor logic, cf. (Quine, 1971). We will refrain from developing such sorted formalisms; as
a consequence of this decision, the counterpart of our multi-modal formalisms are slightly
non-standard versions of first-order logic (we come back to this issue in section 6). The
reason for this does not lie in a dislike of sorted modal logic on our side, but rather from
our wish to stay close to the standard algebraic treatment of relations and first-order logic.
For an overview of the algebraic approach towards relations we refer to (Németi, 1991); the
most influential algebraic approaches (which actually predates the development of first-order
logic as we know it), are those of Tarski and his pupils in the theory of cylindric algebras,
cf. (Henkin et al., 1971 1985), and of Halmos, cf. (Halmos, 1962) in the theory of Polyadic
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Algebras. For lack of space, the connection with these algebras will not be made precise in
this paper; the interested reader will find details in (Venema, 1995a; Venema, 1995b).

The modal perspective on first-order logic has some nice features. We mention the in-
spiring insight, stemming from (Németi, 1986) and advocated in (van Benthem, to appear),
that it allows us to play more freely with the semantics for first-order logic. For, recall that
any modal language comes with a Kripke semantics, in which the frames are arbitrary sets
endowed with an n + l-ary accessibility relation for each n-adic operator in the language.
From this viewpoint, the traditional multi-dimensional ‘assignment frames’ are only a special
subclass of the class of all possible frames for our modal formalisms. In other interesting
semantic classes we may consider assignment frames in which not necessarily each tuple over
the base set U is ‘available’ as an assignment. The advantage of these generalized assignment
frames is that their logic may have much nicer properties (such as decidability, orthodox
finite axiomatizability and Craig interpolation property) than the logic of the original full
assignment frames. It is the second aim of the paper to give accessible, detailed proofs of
two new results in this direction: we define, for a ‘modal predicate language’ MLR (with
so-called substitution operators), a class of generalized assignment frames called ‘local cubes’,
and we will prove that the arising logic is finitely axiomatizable (Theorem 4.2) and decidable
(Theorem 5.1).

In the first sections of the paper, we confine ourselves to finite-dimensional modal logics,
these being the modal versions of finite-variable fragments of first-order logic. The reason
for this restriction is that the finite-dimensional case allows a quite perspicuous exposition,
whereas in the ‘modalization’ of ordinary first-order logic (in an infinite-dimensional for-
malism) there are some issues involved (like the rank of predicate symbols) that are better
discussed when the basic picture is clear.

Convention 1.1 Throughout this paper, n denotes an arbitrary but fixed natural number.
Unless stated otherwise, we assume that n > 2.

Overview of paper. In the next section we introduce the syntax and the multi-dimensional
semantics of the modal predicate languages that will be studied. In section 3 we discuss the
more general modal semantics of our modal system, defining various classes of generalized
assignment frames. In the sections 4 and 5 we single out one of these classes and prove
a completeness theorem and a decidability theorem for it. Finally, in section 6 we show
how to extend the finite-dimensional set-up, that we have been working in till then, to the
w-dimensional case.

Appendix containing remarks on mosaics and step-by-step. During the life of this
article as a preprint, new results on the central technique in this paper —the mosaic method—
where obtained at the algebraic logic group in London. We have included a research note
from this group containing remarks on this technique as an appendix to this paper. The
appendix is largely selfcontained but is best read in conjunction with the present paper. It
contains alternative proofs of our main results featuring two novelties:

e the use of “step-by-step” arguments is largely (in the case of a single formula, com-
pletely) avoided;

e it provides a simple proof of the finite base property for locally cubic modal logic of
relations, a result due to Andréka and Németi (cf. Remark 5.2).
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Preliminaries We assume familiarity with some basic notions in the model theory and
axiomatics of modal logic. In order to avoid misunderstandings, we briefly review some of
these.

We consider modal similarity types which contain constants and diamonds, i.e., unary
modalities. For a similarity type S, the basic derivation system Kg contains as its axioms:
some finite set C'T of Classical Tautologies that is complete with respect to classical propo-
sitional logic, and the axiom of Distribution:

(DBg;,) O,(p — ¢q) — (O;p — O,q),
for every O; of the similarity type S; the derivation rules of Kg are Modus Ponens, Universal
Generalization and Substitution:
(MP)  from ¢ and ¢ — 1 infer ¢
(UGp,;) from ¢ infer O;p
(SUB) from ¢ infer op.
(for every O; € S and every substitution o of formulas for propositional variables in formulas).

A derivation in a derivation system D is a finite sequence 1, ..., ¢, such that every ¢;
is either an axiom of D or obtainable from earlier ¢;’s by application of a rule in D. A D-
theorem is any formula that can appear as the last item of a derivation in D; theoremhood of
a formula ¢ in D is denoted as Fp . Derivation systems are sometimes identified with their
sets of theorems. A formula ¢ is derivable in a derivation system D from a set of formulas 3,
notation: ¥ Fp ¢ if there are o1,...,0, in ¥ with Fp (o1 A ... Aoy) — .

A formula ¢ is D-consistent if its negation is not a theorem; a set of formulas is consistent if
the conjunction of any finite subset is D-consistent and maximal D-consistent if it is consistent
while it has no proper D-consistent extension (in the same language). We abbreviate ‘maximal
consistent set’ by ‘MCS’.

Given a class K of frames for a modal similarity type S, we denote the S-theory of K,
i.e., the set of formulas valid in K, with Og(K). We say that a formula ¢ is a semantic K-
consequence of a set of formulas ¥, notation: ¥ =k ¢, if for every model based on a frame in
K, and for every state s in this model we have that ¢ is true at s if every o € 3 is true at s.

A derivation system D is strongly sound with respect to a class of frames K if ¥ Fp ¢
implies ¥ =k ¢ for every ¥ and ¢, and strongly complete if the converse implication holds.

Acknowledgements We would like to thank Hajnal Andréka, Marco Hollenberg and Istvan
Németi for critically reading the manuscript and contributions to the proof of Theorem 6.8.

2 Modalizing first-order logic

In order to explain how the n-variable fragment of the predicate calculus of n-ary relations can
be treated as a modal formalism, let us start with an intuitive exposition, and defer precise
definitions to the end of this section; until then, the reader can think of a first—order language
without constants or function symbols, in which all predicates are n-adic, and which only
uses the first n variables {vy,...,v,—1}; we have the standard Tarskian semantics in mind.
Consider the basic declarative statement in first-order logic concerning the truth of a formula
in a model under an assignment s:

M= ¢ [s]- (1)

The basic observation underlying our approach, is that we can read (1) from an abstract modal
perspective as: “the formula ¢ is true in 91 at the possible world s”. Note that as we have only
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n variables at our disposal, we can identify assignments with maps: n(={0,...,n—1}) - U,
or equivalently, with n-tuples over the domain U of the structure 9t — we will denote the set
of such n-tuples with "U. Thus in this setting of multi-dimensional modal logic, the universe
of a modal model will be of the form "U for some base set U. Now recall that the truth
definition of the quantifiers reads as follows:

M = Jujp [s] <= thereis an u € U such that M = o [s], (2)

where s!, is the assignment defined by

otherwise.

sm={ o)
We can replace (2) with the more 'modal’ equivalent,
M = Juip [s] <= there is an assignment s’ with s =; s’ and M | ¢ [¢],

where =; is given by
s=; s <= forall j+#i, Sj:SQ.‘ (4)

In other words: existential quantification behaves like a modal diamond, having =; as its
accessibility relation.

As the semantics of the boolean connectives in the predicate calculus is the same as in
modal logic, this shows that the inductive clauses in the truth definition of first-order logic
fit neatly in a modal approach. So let us now concentrate on the atomic formulas. To start
with, we observe that identity formulas do not cause any problem: a formula v; = v;, with
truth definition

mt):vi:vj [S] <~ SE[dij,

can be seen as a modal constant. Here Id;; is defined by
S € Idij — 5; = Sj. (5)

The case of the other atomic formulas is more involved, however; since we confined our-
selves to the calculus of n-adic relations and do not have constants or function symbols, an
atomic predicate formula is of the form Puy(g) ... vs(n—1), Where o is a map: n — n. Such
maps will be called transformations in the sequel. In the model theory of first-order logic the
predicate P will be interpreted as a subset of "U; precisely how the propositional variables
are treated in nm-dimensional modal logic by a valuation. Therefore, we will identify the set
of propositional variables of the modal formalism with the set of predicate symbols of our
first-order language. In this way, we obtain a modal reading of (1) for the case where ¢ is
the atomic formula Pvg...v,—1: M = Pug...v,—1s] iff s belongs to the interpretation of
P. However, as a consequence of this approach our set-up will not enjoy a one-to-one corre-
spondence between atomic first-order formulas and atomic modal ones: the atomic formula
Pvg(o) - - Vg(n—1) Will correspond to the modal atom p only if o is the identity function on n.
For the cases where o is not the identity map we have to find some kind of a modal solution.
There are many options here.

Let us first assume that we are working in a first-order language with identity, i.e., we have
all atomic formulas of the form v; = v; (4,7 < n). Atomic formulas with a multiple occurrence
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of a variable can be rewritten as formulas with only ‘unproblematic’ atomic subformulas, for
instance

Pvivgryy <— Ty (Ug =19 A P’L)1U2U2)
<— duy ('1)2 =v9g A dug ('UQ =v1 A PUOUQUQ))
<— duy (’UQ =vy A g (’UO =v1 A Ju (’Ul =vy A PUO'Ul’UQ))).

This leaves the case what to do with atoms of the form Puv,q)...vs(,—1), where o is a
permutation of n, or in other words, atomic formulas where variables have been substituted
simultaneously. The previous trick does not work here: for instance, to write an equivalent
of the formula Pvivgvs one needs extra variables as buffers, for instance, as in the formula

JugFvg(vs = vo A vg = v1 A FvgTvy(vg = v4 A vy = v3 A Poguyve)),

One might consider a solution where a predicate P is translated into various modal propo-
sitional variables p,, one for every permutation ¢ of n, but this is not very elegant. One might
also forget about simultaneous substitutions and confine oneself to a fragment of n-variable
logic where all atomic predicate formulas are of the form Puvg...v,_1. This fragment of re-
stricted first-order logic is defined below and formed (in its modal disguise CML), the main
subject of the paper (Venema, 1995a). A third solution is to take substitution seriously, so
to speak, by adding special ‘substitution operators’ to the language. The crucial observation
is that for any transformation o € "n, we have that

m':PUU(O)...UU(n_l) [8] <~ m):P’Uo...Unfl [SO(T], (6)

where s o o is the composition of o and s (recall that s is a map: n — U). So, if we define
the relation X,C "U x "U by
sM,t < t=soo0, (7)

we have rephrased (6) in terms of an accessibility relation (in fact, a function):
M = Pug() - - Vo(n1) [s] <= thereisat with s X, t and M |= Pvg...v,—1 [t].

So if we add an operator O, to the modal language for every map o in "n, with X, as
its intended accessibility relation, we have found the desired modal equivalent for a formula
Pug(g) - Vs(n—1) in the form Oyp.

Finally, one could somewhat simplify a language with these substitution operators. To
explain the idea, we need the notions of a transposition and a replacement. A transposition
on n is a permutation on n swapping two elements and leaving every other element on its
place. To be more precise, if 7, j < n, then the transposition [¢, j|" : n — n is defined by:

j ifk=1
i) =4 i k= (8)
k otherwise.

A replacement of n is a function leaving all elements in their place, except for one: if i, j < n,
then we define the replacement [i/j]" : n — n by

[i/]" (k) = { ]k: i)ftlliej\;ise. 9)
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(Both for transpositions and replacements, we may drop the superscript n if no confusions
arises.)

It is easily verified that every transformation o of a (finite) ordinal n is a composition of
transpositions and replacements. As we may infer from (6) that

M = Prog(0) - - - Vroo(n—1) 18] == M= Pug...vp-1[(soT)o0a],

we only need modal operators for transpositions and replacements: if 0 = Tpo...0 7, we
may consider O, as an abbreviated operator:

Ooc¥ = Ory -+ Or -

Although we will not discuss such simplified languages here in detail, it is convenient to have
a special notation for the substitution operators of transpositions. We define

Kijp = Ol ¥ (10)
Oij® = Oli/j)¥- (11)

The modal similarity type CMML,,, discussed in (Venema, 1995b), contains as operators
precisely these replacement and transposition operators (besides the diagonal constants and
the cylindrification diamonds). Here we will mainly treat the extension of CMML,, with all
substitution operators.

Definition 2.1 Let n be an arbitrary but fired natural number. The alphabet of L, and of
L}, consists of a set of variables {v; | i < n}, it has a countable set of n-adic relation symbols
(Po, P1,...), identity (=), the boolean connectives =,V and the quantifiers Jv;. Formulas of Ly,
and L) are defined as usual in first-order logic, with the restriction that the atomic formulas
of L, are of the form v; = v; or Pi(vy...vp—1); for Ly, we allow all atomic formulas of the
form Py(vg(0) - - - Vo(n—1)), where o is a transformation of n.

A first-order structure for L isa pair M = (U, V) such that U is a set called the domain

of the structure and V' is an interpretation function mapping every P to a subset of "U. Truth
of a formula in a model is defined as usual: let s be in "U, then

M = v; = vj [s] if  s; = sy,

ME= Pug...vp-1) [8] if seV(P),

M = P(050Vo1 - - - Von) [8] if 500 (= (85(0)s- -1 50(n-1))) € V(P),
M = Jvip [s] if there is at with s =; t and M = @ [t],
etc.

An Ly,-formula ¢ is valid in M (notation: M |= ) if M |= ¢ [s] for all s € "U, first-order
valid (notation: =4, @) if it is valid in every first-order structure of L,,. The same definition
applies to L7 .

From now on, we will concentrate on the modal versions of L] and L,,, which are given in the
following definition:
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Definition 2.2 Let n be an arbitrary but fived natural number. MLR,, (short for: modal
language of relations) is the modal similarity type having constants 1d;; and diamonds <;,
Oo (for alli,j <mn,o € ™n). Given a countable set of propositional variables po,p1, ..., the
language of n-dimensional MLR-formulas, or shortly, MLR,, -formulas, is built up as usual:
the atomic formulas are the (modal or boolean) constants and the propositional variables, and
a formula is either atomic or of the form —p, ¢ V¥, Oy or Ogp, where , Y are formulas.
We abbreviate ;0 = =<y
CML,, is the similarity type of cylindric modal logic, i.e., the fragment of MLR,-
formulas in which no substitution operator O, occurs.
CML,, and MLR,, are interpreted in first-order structures in the obvious way; for instance
we have
gﬁ, sk L(Sij < 8 =398
M,slFOyp <= Msoalp
(< there is a t with s X, t and M, t |- p)
M, s - i <= thereis a t with s =;t and M, t - .

A MLR,,-formula ¢ is valid, notation: C, |= @, if it valid in all first-order structures.
The modal disguise of L,, in MLR,, and L] in CML is so thin, that we feel free to give
the details below without proof, or too many comments. Also, we confine ourselves to the

translation mapping first-order formulas to modal ones; the reader is invited to provide a
translation in the other direction.

Definition 2.3 Let (-)! be the following translation from Ly, to MLR,,:

(Pug...vp_1) = p
(PUO'(O) s Ua(n—l))t = QOg¢p
(vi = v;)! =
(=) = ¢

(p V) = o'V
(Fvip)* = Ot

Proposition 2.4 Let ¢ be a formula in L, then

e = Gy

The above translation allows us to see LI, and CML,, as syntactic variants: (-)! is easily
seen to be an isomorphism between the formula algebras of L and CML,. Note that in
the case of L,, versus MLR,,, we face a different situation: where in MLR the simultaneous
substitution of two variables for each other is a primitive operator, in first-order logic it can
only be defined by induction. Nevertheless, we could easily define a translation mapping
MLR,-formulas to equivalent L] -formulas.

'This definition is slightly ambiguous for the CMIL-fragment of MLR, i.e., the formulas without substitution
operators. For, let m,n be two natural numbers with m < n, and ¢ a CML,,-formula. Then by definition ¢
is also a CML,-formula. So, when checking the validity of ¢, in principle it might make a difference whether
one considers assignments in "U or in "U. Our definition can be justified by a fairly straightforward proof
showing this not to be the case.
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3 Abstract and generalized assignment frames

In this section, we will discuss the modal semantics of MLR,, (and hence, of L] and L,).
As we mentioned in the introduction, one of the motivations for ‘modalizing’ the predicate
calculus is that it allows a generalization of the semantics of first-order logic, thus offering a
wider perspective on the standard Tarskian semantics.

Recall that in our intended n-dimensional structures for MLR,,, the accessibility relations
Id;;, =; and X, for 1d;;, <¢; and O, respectively, are given by

seld;; <= s;=sj
s=it <= forall j #1i:s;=t;
s M, t <~ t=so00.

We abstract away from this background in the relational or Kripke semantics for our lan-
guages, and define models in which the universe is an arbitrary set and the accessibility
relations are arbitrary relations (of the appropriate arity).

Definition 3.1 A MLR,-frame is a tuple (W, T}, E;j, Fy)i j<noenn Such that every E;j is
a subset of the universe W, and every T; and every Fy a binary relation on W. A MLR,-
model is a pair M = (§,V) with § a MLR,,-frame and V a valuation, i.e., a map assigning
subsets of W to propositional variables.

For such models, truth of a formula at a state is defined via the usual modal induction:

M, wlkp — weV(p),

M, w 1= 16;5 < weE by,

M, w - —p — Muwlf e,

MwlFeVy <<= Mwlke orIMwl-p,

M, w lE Oz < there is a v with Tywv & M, v Ik ¢,
M, w - Oy <= there is a v with Fywv & MM, v - .

We will also employ the usual notion of validity.

In this very general semantics, states (i.e., elements of the universe) are no longer real
assignments, but rather, abstractions thereof. First-order logic now really has become a poly-
modal logic, with quantification and substitution diamonds. It is interesting and instructive
to see how familiar laws of the predicate calculus behave in this new set-up (cf. also (van
Benthem, to appear)). For instance, the axiom schema

w — Jup (12)

will be valid only in n-frames where Tj is a reflexive relation (this follows from modal corre-
spondence theory, cf. (van Benthem, 1984): the modal formula p — <;p corresponds to the
frame condition VaxT;xx). Likewise, the axiom schemes

Fv;Jvyo — e (13)

and
© — Vu;3vip (14)

will be valid only in frames where the relation 7; is transitive and symmetric, respectively.
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Later on we will see more of such correspondences, the point to be made here is that the
abstract perspective on the semantics of first-order logic imposes a certain ‘degree of validity’
on well-known theorems of the predicate calculus: some theorems are valid in all abstract
assignment frames, like distribution:

Yui(p — ) — (Yoip — Vo),

whereas others, like the ones mentioned above, are only valid in some classes of frames. Nar-
rowing down the class of frames means increasing the set of valid formulas, and vice versa. In
particular, we now have the option to look at classes of frames that are only slightly more gen-
eral than the standard first-order structures, but have much nicer computational properties.
This new perspective on first-order logic was developed in the literature on algebraic logic,
cf. (Németi, 1986). As (van Benthem, to appear) points out, it provides us with an enormous
freedom to play with the semantics for first-order logic. In particular, consider the fact that
first-order structures can be seen as frames ("U,=;, Id;j, ™5 )i j<n,oenn Where all assignments
s € "U are available. But why not study a semantics where states are still real assignments
on the base set U, but not all such assignments are available? In other words, the proposal
is to study frames of the form (W, =;lw, Id;; N W, X, [w )i j<n.cenn, Where W is some subset
of the set "U, and =;[w (resp., X, [w) are the relations =; (resp., X,) restricted to W.

Definition 3.2 Let U be some set, and W a set of n-tuples over U, i.e., W C"™U. The cube
over U is defined as the frame

Q:n(U) = (nUv =i Idija Ma)i,j<n,aenn-
The W-relativized cube over U or W-assignment frame on U is defined as the frame
Q:'KV(U) = (W’ =i [W? Idzg N I/V, N rW)i,j<n,U€”n'

There are at least two good reasons to make such a move. First, it turns out that the
logic of such generalized assignment frames has much nicer meta-properties than the logic of
the cubes, such as decidability or finite axiomatizability — cf. our results below. These logics
will provide less laws than the usual predicate calculus, but their supply of theorems may be
sufficient for particular applications. Note for instance, that the schemes (12), (13) and (14)
are still valid in every generalized assignment frame, since =; [y, is always an equivalence
relation.

In some situations it may even be useful not to have all familiar validities. Consider for
instance the schema

Jv;Fvj — Fv;Tvp. (15)

It follows from correspondence theory that (15) is valid in an abstract assignment frame § iff
(16) below holds in §.

Vez (Jy (Tizy A Tjyz) — Ju (Tjzu A Tuz)). (16)

The point is that the schema (15) disables us to make the dependency of variables explicit in
the language (i.e., whether v; is dependent of v; or the other way around), while these depen-
dencies play a very important role in some proof-theoretical approaches, cf. (Fine, 1985; van
Lambalgen, 1991). This approach can be applied to general quantifiers as well, cf. (Alechina
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and van Lambalgen, 1995; van Benthem and Alechina, to appear). So, the second moti-
vation for generalizing the semantics of first-order logic is that it gives us a finer sieve on
the notion of equivalence between first-order formulas. Note for instance that (15) is not
valid in frames with assignment gaps: take n = 2. In a square (2-cubic) frame we have
(a,b) =¢ (a’,b) =1 (', V), but if (a,b’) is not an available tuple, then there is no s such that
(a,b) =1 s =p (a/,1') — hence this frame will not satisfy (16). So, the schema (15) will not
be valid in this frame.

In this new paradigm, a whole landscape of frame classes and corresponding logics arises.
In the most general approach, any subset of "U may serve as the universe of a multi-
dimensional frame, but it seems natural to impose restrictions on the set of available as-
signments. The strongest conditions, that is, demanding that W = "U, would take us back
to the cube semantics. A nice intermediate class consists of multi-dimensional frames that
are locally cube: if s € "U is an available tuple, then any tuple drawing its coordinates from
the set {s; | i < n} should be available as well. An even weaker requirement would demand
that if s € "U is present in the universe, then all projections so [i/j] of s onto some diagonal
set should be available as well. To be more precise, consider the definitions below:

Definition 3.3 We define four classes of assignment frames; each of these is given as the
class of frames of the form €W (U) satisfying the conditions listed below.

R, W is an arbitrary subset of "U
D, Vs € WYi,j <n soli/jle W
LC,, Vse WVYo €™ sooceW

Cn W ="U.

Frames in R,,, LC,, and C,, are called generalized assignment frames, local cubes and
cubes, respectively.

For the similarity type CML,, many results are known concerning the logic of these frame
classes. We list some of the meta-properties in Table 1. The results in this table hold for all
finite n larger than two. The sources of these results (originally in algebraic form, but easily
transformable into our modal-logical format) are provided in notes immediately below the
theorem.

Ocmr,(Rn) | Ocmr,(Dn) | Ocmr, (LCh) | ©cmr, (Cn)
finitely axiomatizable no’ yes? yes3 no?
decidable yes® yes® yes® no®
1 Németi (Henkin et al., 1971 1985)

2 Resek-Thompson, Andréka (Monk, 1993), (Andréka and Thompson, 1988)
3 Thompson, Andréka (Andréka, 1995)

4 Monk (Monk, 1969)

5  Németi (Németi, 1986)

6

Tarski (Henkin et al., 1971 1985)

Table 1: Properties of (generalized) assignment frames
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The technical results in this paper concern the similarity type MLR,,. Again, the starting
point is given by negative results stating that the MLR,-logic for the cubes is neither finitely
axiomatizable nor decidable:

Fact 3.4 For any finite number n > 2, O g, (Cy) is neither finitely axiomatizable nor
decidable.

The decidability part of Fact 3.4 follows immediately from the corresponding result for
CML,, (due to Tarski, cf. Theorem 4.2.18 in (Henkin et al., 1971 1985)), since the decidability
problem of © oy, (Cy) can be trivially reduced to that of © yzr, (Cy). The non-finite axiom-
atizability part follows from results in (Johnson, 1969). The restriction to a number n larger
than 2 is essential in both cases.

In the next two sections we will show that, completely analogous to the case of CML,,, we
can turn these negative results into positive ones by concentrating on the class of locally cube
assignment frames. The motivation for studying precisely this combination of frame class
(LC,) and modal language (MLR,,), lies in the ‘nice fit’ of syntax and semantics. In order to
describe this in detail, it is convenient to have the following notation and terminology. For
s € "U, we define

R(s) = {si|i<n} (17)
C(s) = "R(s). (18)

R(s) is simply called the range of s, and C(s) the cubicle of s. Note that a generalized
assignment frame €V (U) is locally cube iff for all s € W, C(s) C W.
We will frequently use the following fact:

(Vt €C(s))(Fo €™n) t=soo0, (19)

the verification of which is left as an exercise to the reader. Now, the ‘nice fit’ of the similarity
type MLR,, to the locally cube semantics lies in the fact that from any n-tuple s, we can see
directly which formulas are true in every tuple of its cubicle, via

slFOpp <= soalk .

This ‘nice fit” allows us to give relatively easy and perspicuous proofs for the two main results
of this paper, viz. a very simple and intuitive finite axiomatization for Oy, (LC,) and a
decidability result for the same logic.

4 Axiomatizing the local cubes

In this section, we will prove a completeness result for the class of local cubes in the similarity
type MLR. An equally important aim is to give an introduction to the so-called mosaic
method. This method was developed in the context of algebraic logic (cf. (Németi, 1986))
and has of late been used intensively in decidability (and completeness) proofs for multi-
dimensional modal logics. This method is complementary to the well-known step by step
method for building (relativized) multi-dimensional modal models, in the following sense.
In the step by step method one constructs a model for a MCS by building better, but also
bigger and bigger approximations to the model. The mosaic method concentrates on gluing
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together two extremely small parts of the final model; if applicable, it reduces the step by
step construction of the final model to a rather trivial exercise.
The complete axiom system looks as follows:

Definition 4.1 Let QAX,, be the extension of the basic derivation system K g, of the sim-
ilarity type MLR,, with the following azioms®
(CM]) p— <>ip

(CM2) p—0;0p

(QZ) Qo™ < 7OgP

(Q2)  Ord,p D

(Q3)  OsOrpP < OgorP

(Q4)  Ootdij < t0gioj

(Q5) Oi/j1p < <i(p A idiz)  (provided i # j).
(Q6) OeCip < OO (provided o =; 7).

Most of these axioms speak very much for themselves; all of them are in Sahlqvist form,
so let us discuss what they have to say about MLR,,-frames. To start with, in any relativized
assignment frame, the relation 7; is an equivalence relation — this explains CM1 — CM3.
Axiom CMJ5 states that 1d; is true everywhere; it is sound in any generalized assignment
frame, since for any n-tuple s, s; = s;. In a local cube, the relation X, is a (total) func-
tion: s X, t <= t = soo. Now @I is the standard axiom expressing functionality of
the accessibility relation. @2 and @3 then relate the monoid structure ("n,o,Id,) on the
transformation set "n to the structure on the accessibility functions. @4 is needed to capture
the effect of transformations on n-tuples that belong to some diagonal set, and @5 defines
the replacement operator Qj;/;) in terms of ©; and 1d;;.

The most interesting axiom is Q6. To show why it is valid in the class of local cubes, let
M = (¢ (U),V) be a locally cubic model, and s an available assignment of this model such

that 9, s IF O,<Ci¢p. Then there is an u in U such that (soo)!, € W and
M, (soo) IF . (20)
Now let 7 be such that o =; 7, i.e., o and 7 differ at most on 7. We claim that
(s00), = (soT).. (21)
In fact, (21) is easily derived from the following two identities:
(50 0)(i) = u = (s 0 7 (0),

and, for j # i: ‘ ‘
(s00)y(j) = s(a(4)) = s(7(j)) = (s 0 7)5,(j)-

2 We adopt the convention that an axiom like CM1 is the conjunction of the formulas p — <;p. In case we
want to refer to a specific conjunct, we will use subscripts. So, Q6 . ; refers to the formula O, ip < O, ip,
provided o =; 7. (If 0 #; 7, then Q6 . ; is not defined). The odd numbering of the CM-axioms stems from
our wish to keep the numbering consistent with that of the axiom systems in the paper (Venema, 1995a).
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To see why the latter holds, recall that its middle identity follows from o(j) = 7(j), which
in its turn holds by the assumption o =; 7. Now from (20) and (21) it is immediate that
M, (so7), I . Finally — and here we use the fact that W is a locally cubic subset of "U
— s o7 is available as well. Therefore, M, (s o 7) IF Oy, so M, s I- O, Oip.

So let us state the main result of this section. In its proof and everywhere else in this
section, ‘(maximal) consistent’ always means ‘(maximal) consistent with respect to QAX,,’.

Theorem 4.2 QAX,, is strongly sound and complete with respect to LC,,, i.e., for every set
Y U{p} of MLR,,-formulas, it holds that

Yhoax, ¢ <= YL, ¢
PROOF. The proof of this theorem follows from the observation that
for any set I' of MLR,-formulas, I is consistent iff I" is satisfiable in a local cube.  (22)
This observation is immediate from the Lemmas 4.5 and 4.6 below. QED

In order to prove (22) we will use the mosaic method we mentioned before. In fact, our
choice to concentrate on the combination of the similarity type MLR and the semantics of
local cubes was guided partly by the wish to give a clear and simple presentation of this
mosaic method.

Let us start with a short, intuitive explanation. There are two points of view on mosaics:
an axiomatic and a semantic one. From the axiomatic perspective, mosaics are generalizations
of maximal consistent sets in the following sense. Where a single MCS (of a complete axiom
system) is supposed to provide all true formulas of one state in a model, mosaics will deliver
the true formulas of every tuple in a cubicle of a model. Thus a mosaic will be a pair
u = (X, ), where X is a non-empty set of size at most n, and ¢ is a labeling function, i.e.,
a map assigning maximal consistent sets of formulas to every n-tuple over X. Of course, a
‘good’, or coherent mosaic will relate the label sets of distinct n-tuples over X; for instance,
if ¢ € /(s), then O;¢p should be in the label set £(s%) for every z € X.

In the semantic perspective, mosaics should be seen as windows allowing us a small glimpse
of a model — each mosaic enabling the sight over one cubicle. Thus a locally cubic model
can be decomposed into a number of mosaics (this is in fact the soundness part of the proof),
but conversely we also want to construct models from certain sets of mosaics. Then, such
‘good’ sets of mosaics should satisfy certain saturation conditions: where a single mosaic can
be ‘hungry’ in the sense that it contains a tuple s with a formula ;v in its label set but no
tuple st providing 1, in a ‘good’ or saturated set of mosaics this hunger should be relieved
by a second mosaic, in a sense to be made precise in Definition 4.4 below.

The aim of the completeness proof is then to connect the semantic and the axiomatic
viewpoint on saturated sets of mosaics. This will be done in the Lemmas 4.5 and 4.6 below.

Definition 4.3 A mosaic is a pair p = (X, {), where X is a non-empty set of size at most n
called the base (set) of the mosaic, and ¢ is a labeling function, i.e., a map assigning max-
imal consistent sets of formulas to every n-tuple over X. Such a mosaic is called coherent
if it satisfies the following coherence conditions:

(CH1) ;; € (s) <= si =15 forallse™X,

(CH2) pe€fl(soo) <= O,p € l(s) forall Osp € MLR, and s € "X,

(CH3) <Oijpel(s) < Cipel(t) forall Ojp € MLR,, and s,t € "X such that s =; t.
A mosaic p = (X, ) is a mosaic for a set I' of formulas if T' C £(s) for some s € "X.
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Definition 4.4 Let Y be some set. A saturated set of mosaics (short: SSM) over Y is
a set M of coherent mosaics with each base set contained in Y and satisfying the following
condition. If p = (X,€) € M, s € "X and Oip € €(s), then either p € ((s) for some x € X,
or there exists ay € Y \ X, and a mosaic p' = (X', 0') such that

(S1) X'=R(s)
(S2) ¢ el(sy) ‘
(S3) £(t) = l'(t) for every t € C(s) NC(sy)-
For a set I' of formulas, M is a saturated set of mosaics for I if M is an SSM over some set
Y and M contains a mosaic for I

Note that (in the terminology of Definition 4.4), the triple (s,4,¢) constitutes some sort
of defect of the mosaic u = (X, £) if O;¢ € £(s), while there is no x € X such that ¢ € £(s%).
The mosaic y/ can be seen to repair this defect by adding a new element y to the base X
of p and demanding (S2) that ¢ € ¢/ (s;) The consequence of adding a new element to the
base set might be that the new base set X U {y} would become too big for y' to be a mosaic
(namely if X itself would already be of size n). Therefore we delete the old s; from the base
set, unless s; € R(s;) This explains condition (S1). Finally, we want p and u' to agree on
their common part; this is precisely the content of (S3).

Now we can prove the two main lemmas concerning SSMs. The first connects them to
semantics, the second one to axiomatics.

Lemma 4.5 Let I' be a set of formulas. Then I' is satisfiable in a local cube iff there is a
saturated set of mosaics for I.

PrOOF. The direction from left to right is straightforward: assume that I" is satisfiable in a
local cube, i.e., there is a local cube model M = (€)Y (U),V), and an element r in W such
that 9%, r I-T.

The required SSM for I' will be ‘cut out’ of 9. For any available assignment s € W, let
X, and 44 be defined by

Xs = R(s)
Es(t) = {90|8ﬁ7t):90}'

Since all the axioms are valid, each set /5(¢) will be maximal consistent (this is in fact the
soundness direction of the completeness proof). Hence the pair

Hs = (X57€s)

is a mosaic. It is straightforward to verify that every us is coherent, and equally easy to show
that the set
M ={ps|seW}

is a saturated set of mosaics over the base set of W. Since I' C 4,.(r), pu, € M is a mosaic for

r.
For the other direction, assume that M is an SSM for I" over Y. Without loss of generality
we may assume that I' is mazimal consistent and that M is closed under taking submosaics?.

We will construct a model for I' via a step by step method.

3The submosaics of a mosaic i = (X, £) are of the form (X’,¢') with X’ C X and ¢ being the restriction
of £ to "X'.
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The idea of the construction is to glue together isomorphic copies of mosaics in M. At
each step of the construction we are dealing with a labeled local cube on a finite base set. A
labeled local cube (short: LLC) is a triple of the form G = (U, W, £) where U is some set called
the base set of the LLC, W is a locally cubic subset of "U, and /¢ is a labeling map assigning
maximal consistent sets to each element of W. This map £ should satisfy the condition that
each of its restrictions to cubicles in W is isomorphic* to a mosaic in M. Formally:

for all s € W there is a u € M such that (R(s),ll¢()) =~ p- (23)

In the base step of the construction, we define the LLC Gy as some isomorphic copy of
the mosaic for I" that M contains by assumption.

In the induction step of the construction, we are dealing with a finite LLC G,,, = (U, Win, &)
and a defect of it, i.e., a triple (s,i,¢) with s € Wy,, i < n and ¢ € MLR,, such that
O € Ly, (s) while there is no u € Uy, such that si, € W, and ¢ € £,,(s!).

Let = (X, 0) be a mosaic in M which is isomorphic to (R(s), fm[¢(s))- For the sake of
a smooth presentation, we simply pretend that (R(s), m[¢(s)) is itself a mosaic of M. Since
M is saturated, there are y € Y\ R(s) and a mosaic i/ = (R(s},), ') satisfying (S1), (S2) and
(S3) of Definition 4.4. Now let u be a new element, i.e., u ¢ Up,. We define the new LLC
Gm+1 = (Un+t1, Wint1, m+1) as follows:

Um+1 = Um U {U},

Wm+1 = Wm U C(Sz),
bt () ém(t) ift e Wn 4

mtl U(syoo) ifteC(sy,), t=s,00.
In other words, G,,,11 consists of gluing an isomorphic copy of ¢’ to G,,,. Note that the domains
W and C(s!,) of the two constituting parts are not disjoint; fortunately, by (S3) this will
cause no problems for the well-definedness of #,,1.

It is not difficult to see that we have repaired the defect (s,i,p) of Gp,: by (S2), ¢ €

lms1(8,). Note that the new LLC satisfies condition (23), because we assumed that M is
closed under submosaics.

Using standard techniques, we can set up the construction in such a way that every defect
of every LLC G, eventually gets repaired. We then define the limit G = (U, W, ) of the
construction as follows:

U= U, W= Wa, = tn.
new new new

It follows almost immediately that this G is an LLC without any defects. Hence, G satisfies,
for all s,t € W and formulas ¢, the following:

(Ll) Si = 8j iff /,51']' S 6(8),

(L2) O, € l(s) iff p€l(soo),

(L3) @€ f(s) implies  <;p € (1), provided s =; t
(L4) <yp € £(s) implies Fu e U (¢ € £(sh)).

“We use the obvious notion of isomorphism here: two mosaics u = (X, #) and p' = (X', ¢') are isomorphic,
notation: p ~ ', if there is a bijection f : X — X’ such that £(s) = ¢/(f o s), where f* : "X — "X’ is the
bijection induced by f.
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Of these properties, (L3) is the only one which is not trivially true, so let us prove it. Assume
s,t € W are such that s =; ¢ and ¢ € £(s); since £(s) is a MCS, it is immediate by CM1
that i € £(s). Now let j be an arbitrary index different from ¢; then s =; ¢ implies that
soli/j] =toli/j]. It follows from (23) and (CH3) that $;¢ € ¢(so[i/j]). Likewise, it follows
from O;p € U(t o [i/j]) that Oy € £(t). This proves (L3).

Finally, defining a valuation V by

Vip)={se W |[pel(s)}

we obtain a model MM = (€Y (U), V) for which we can prove the truth lemma

Vo € MLR,Ns e W (M, sk <= ¢ € {(s)).

In the rather easy proof of this truth lemma, we use conditions (L1) — (L4) for the inductive
steps.

Now, since we based our construction on the LLC Gy which was an (isomorphic copy of)
a mosaic for I', we have indeed satisfied I" in a local cube. QED

Lemma 4.6 Let ¥ be a set of formulas. Then X is consistent iff there is a saturated set of
mosaics for .

ProOOF. The direction from right to left is immediate by the definition of an SSM: recall
that mosaics label with maximal consistent sets only. So, if u is a mosaic for ¥, then X is
contained in a maximal consistent set, and hence, consistent.

For the other direction, let Y be some set. We will define an SSM on Y which is good for
every MCS (and hence, for every consistent set). For reasons that will become clear later on,
we will take Y to be a finite set of size n + 1.

Define, for I' a maximal consistent set, St as the set {s € "Y | s; = s; iff 16;; € I'}. Now,
for any s € St, pur s will denote the pair (R(s), ¢r s) where ¢p s : C(s) — MCS is defined by

€F7S(3 o U) = O;lrv

where O T is given by
0,'T ={p € MLR, | O, € T}.

It follows from Lemma 4.7 below, that ur s is a well-defined and coherent mosaic for I'. Now
define
M ={prs|I' € MCS,s € Sr}.

We will show that M is saturated. Let pu = (X,¢) be a mosaic in M, s € "X and
O € £(s). If there is an x € X such that ¢ € £(s%), we are finished, so suppose otherwise.
Fix an index j different from i. Note that it follows from (CH3) and (CHI) that td;; A Cip €
{(soi/j]). Now consider the following Claim.

Claim 1 Let ¢ be a MLR,-formula and A a maximal consistent set such that 1d;; A0 € A.
Then there is a maximal consistent set I' such that ¢ € I' and Qi_le = A.

PROOF OF CLAIM Let ¢ and A be as in the Lemma. By general modal (S5)-considerations,
<y € A implies the existence of an MCS T such that ¢ € T' and for all formulas ¥, ¥ € A
implies ¢;10 € T'. We will prove that Qi_le‘ =A.
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Assume that ¢ € A, then by assumption, td;; A ¢ € A. It follows that <;(wdi; A ) € T
By the axiom (5, this implies O;;4 € I'. Hence A C Qi_jlf. For the other direction, assume
that ¢ € A; then =) € A, since A is a maximal consistent set. We have just seen that this
implies O,—% € I', so by axiom Q1, ~Oy,% € I'; hence O,% ¢ I'. But then we have proved
that Q;J-IF C A, and we are finished. «

So by this Claim, there is a MCS I' such that ¢ € I' and
05 T = s oli/j]). (24)

Since Y has more than n elements, and X at most n, there is an element y in Y \ X; denote
s = s;; it follows immediately that

soli/j] = s o [i/j)- (25)

We want to use Lemma 4.7 to show that ur o is a well-defined and coherent mosaic. Thus
we have to show that, for all k,l < n, §'(k) = §'(I) iff 105 € T'. But this follows easily from
axiom @4 (and, in the case that i € {k,[}, by the fact that s'(i) =y € X).

We claim that p and pp o satisfy the saturation conditions of Definition 4.4. (S1) and
(S2) are immediate by the definition of pr o. In order to prove (S3), let t be an element of
C(s)NC(s"). We have to prove that

0(t) = Lr,g(t). (26)

Our first observation is that we have, for our fixed j # i:
C(s)NC(s') =C(soli/]]).
Hence, by (19), we may assume that there is a transformation o such that
t=(soli/j])oo.
By the coherency of u it follows that
U(t) = L(s o [i/j]o0) = O5 (s o [i/])).
On the other hand, it follows from (25) and the definition and coherency of {1 ¢ that
lrg(t)=Ltry(soli/fjloo) =trg((s'oli/j])o0) = O;lijlr-

So (26) follows from the last two observations and (24). QED

Lemma 4.7 LetI' be a marimal consistent set of formulas, and s an n-tuple such that s; = s;

iff 10;5 € T'. Then (i), (ii) and (iii) below hold:
(i) If 0,0’ € ™n are transformations such that soo = so o', then O;'T = O_'T.
(ii) Hence, the pair i = (R(s),£) given by £(t) = O;'T ift = soc, is a well-defined mosaic.

(iii) The mosaic p defined in (ii) is coherent, and a mosaic for I
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PROOF. Let I, s, o and ¢’ be as in the Lemma. In order to prove (i), we have to show that
for all formulas ¢ € MLR,,, Osp € I iff O €T

First note that sy; = s o 0(i) = s00’(i) = s, for all 4. Since, by assumption on s, we
have 1d; € I' iff 55, = s, this gives 1d4;,; € I for all 7.

We define a relation R on n as follows: jRj’ if there is an i such that j = o7 and j' = o’i.
We let ~p denote the equivalence relation generated by R, and [j]g denotes the equivalence
class of j under ~p. We need the following two claims:

Claim 1 For all 4,j, i ~g j implies that 10;; € I'.

ProOOF oOF CrLaIM The proof is by induction on the generation of ~g. If ¢ ~r j because iRj,
then ¢d;; € I' because of the observation above; otherwise, we use QAX-theorems like ¢d;;,
t0;5 — 105; and 1o, A L0g; — L0;; — we leave it to the reader to verify that these formulas are
indeed derivable in QAX. <

Call a transformation p : n — n compatible if i ~g p(i) for all i < n.
Claim 2 For every formula v, and every compatible transformation p, ¢ € I' iff O, € I

Proor or CLAIM It is not difficult to see that any compatible transformation is generated
by compatible transpositions and compatible replacements. Therefore, it suffices to prove the
claim for such transformations.

For such transformations, the Claim follows from Claim 1 and the QAX-theorems ¢6;; —
(p < ®4jp) and td;; — (p <> Oj;p), which are easily seen to be derivable from the axioms. <

Now we are ready to prove the final claim:
Claim 3 For all formulas ¢, Oyp € I' iff Oyr¢p €T

ProOF OF CLAIM Let ¢ be a formula such that O, € I'. We define 7 : n — n as the
transformation mapping any j to the smallest element of [j]z. About 7 we need the following:

Too=To0o. (27)

To prove (27), we will show that 7 o o(i) = 70 0'(i) for each i < n. If o(i) = o/(i), we
are done. If (i) # o'(i), it follows immediately from the definitions that o (i) Ro’(4); hence,
l0(i)]r = [0/ (i)]R, so Too(i) = T(o(i)) = 7(0'(i)) = 7 0 0’(i) by definition of 7. This proves
(27).

Note that 7 is compatible by definition; therefore, it follows from Claim 2 that 0,0, € T
Then by axiom 3, Oroep € I'. But (27) implies that O,os¢p is the very same formula as
Orog'@! Again, we use axiom @3 to derive that 0,0, ¢ € I', and the compatibility of 7 to
establish that O,¢ € T.

The reverse implication is of course proved in the same way. <

(ii) is now immediate, since (i) implies that the definition of ¢(¢) does not depend on the
o such that t = so o,

Finally, we prove (iii). Condition (CH1) is immediate by Q4. For (CH2), let t,t' € C(s)
be such that ¢ =t o 7 for some 7 € "n. We have to prove that O~ 1/(t) = £(t').
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Choose 0,0’ € ™n such that t = soo and ¢ = s o ¢’. By associativity of function
composition, it follows that ¢ = so (o o 7). Now let ¢ be an arbitrary formula such that
Orp € L(t). By definition of ¢, it follows that O,O,¢ € £(s), so using axiom Q3 we find
Ogor® € L(s). But then ¢ € ¢(t'), again by definition of £ — here we use part (i) of this
Lemma. It follows that O7'4(t) C £(t'). But since O;1/(t) and /(') are both maximal
consistent sets, this implies that OZ14(t) = £(t).

Our last task is to show that p satisfies CH3. Let ¢,¢" € C(s) be such that ¢t =; ¢’ for some
index i, and let ¢ be an arbitrary formula. We have to prove that

Oip € U(t) iff Osp € U(t)). (28)

It is not difficult to see that there are transformations o, ¢’ such that t = soo, t/ = soo’ and
o =; o'. Using axiom Q6, we observe that O,0;p < On< ;¢ is a theorem of QAX. Thus
(28) follows from the following equivalences:

Cipel(t) <= 0, ip € l(s) (definition ¢,t=soo0)
< O ip € l(s) (the observation above)
— Oypelt) (definition ¢, t' = s 0 o”).

QED

5 Deciding the local cubes

In this section we turn to the issue of decidability. As we saw in section 3, the MLR,,-
theory of the cubes is undecidable. The multi-dimensional modal theories of various classes
of relativized cubes behave much nicer. For the similarity type CML,, decidability results
concerning the classes R, D,, and LC,, follow from Theorem 10 in (Németi, 1995). Here we
give a short proof showing that (at least for LC,,) these results go through if we extend the
similarity type with the substitution operators. The result below was obtained independently
of (Mikulds, 1995), to whom it is due.

Theorem 5.1 Forn > 1, the modal logic © prr, (LC,,) is decidable.

PRrROOF. The Theorem will be proved by ‘finitizing’ the completeness proof of Theorem 4.2.
The key idea is to prove that a MLR,-formula £ is satisfiable in a local cube if and only if
there is a finite saturated set of finite mosaics for €. In order to make this idea precise, we
need some definitions.

First, the cylindric depth d(y¢) of a formula ¢ is defined by the following induction:

dip) = 0
d(e6;5) = 0
d(-p) = dlp)
dleNy) = max(d(p),d(v))
d(Osp) = d(p)
d(Cip) = d(p)+1.

Now, for a formula ¢, we define For () as the set of MLR,-formulas that have a cylindric
depth not bigger than d(¢) and that only use propositional variables from ¢.
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Claim 1 For every formula £, For ) is finite modulo LC,-equivalence.

PROOF OF CLAIM Let For™ (&) be the set of MLR,-formulas of cylindric depth at most m
which only use proposition letters from £. By natural induction on m we prove that

for every m, For™ (&) is finite modulo LC,-equivalence. (29)

The key observations in both cases are that the substitution diamonds distribute over booleans,
and that any formula of the form O, ... O, ¢ is equivalent to Oy, 0. o0, - In the case m = 0,
we prove that any <;-free formula is equivalent to a boolean combination of formulas of the
form Oy, with ¢ a propositional variable or a constant. In the inductive step (m > 0) we
prove that any formula in For™(£) is equivalent to a boolean combination of For™~!-formulas
and formulas of the form 0,<;x (with x a For™~!-formula). <

Our next step is to finitize the notions of a mosaic and a saturated set of mosaics. For a
MLR,,-formula £, a §&-mosaic is a pair p = (X, £) such that its base X is a set of size at most
n and / labels elements of "X with subsets of For(. (We will not require such sets to be
consistent — this would be begging the question of the decidability problem.) A £-mosaic is
coherent if it satisfies the following conditions, for all s,t € "X and ¢, € For(g):

(FCl) Léij € 6(8) iff s; = Sj,
(FC2) —pel(s) il o¢L(s)
(FC3) oAy el(s) iff pel(s) & els)
(FC4) O p€l(s) iff pel(soo)
(FCh) Oipel(s) iff Op e l(t) provided s =; t and i € Forg

(FC6) <Oipel(s) if pel(s) provided i € For(g).
Now fix a set Y of size n + 1. A set M of coherent £&-mosaics is called a saturated set of
&-mosaics, short: a £&-SSM, if the base of every &-mosaic in M is a subset of Y, M satisfies
the saturation conditions of Definition 4.4 and there is a u = (X, ¢) in M such that & € £(s)
for some s € " X.

Now we are ready to prove the Theorem. First we need the following claim:

Claim 2 Any MLR,-formula ¢ is satisfiable in a local cube iff there is a saturated set of
&-mosaics.

Proor orF CramM Fix &, and first assume that £ is satisfiable in a local cube. By the
completeness Theorem 4.2, £ is QAX-consistent. By (the proof of) Lemma 4.6, there is an
SSM M for £, based on a set Y of size n + 1. Now define

M ={y | pe M},
where, for p= (X,¢) € M, i/ = (X,¢) is given by
{'(s) = {(s) N Forg).

It is straightforward to verify that M’ is a £&-SSM.

The other direction is proved via a step-by-step construction, analogous to the one in the
proof of Lemma 4.5. Note that here we need the fact that the set For (g is closed under the
boolean operations and the substitution operators. <
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So, to prove the decidability of © yz.r,, (Cy,), it suffices to show that it is decidable whether
a given formula ¢ has a £&-SSM. But this follows from the observations 1-4 below:

1. there is a bounded number of £&-mosaics over Y (here we use Claim 1).
2. hence, there is a bounded number of sets of £&-mosaics over Y.

3. given a &£-mosaic, it is decidable whether it is coherent: there are finitely many finitary
relations between finite sets of formulas to be checked.

4. given a finite set M of {-mosaics over Y, it is decidable whether M is a £&-SSM.

QED

Remark 5.2 Theorem 5.1 can also be proved using filtrations. The crucial point, here cap-
tured in Claim 1, is that the closure of a finite set of formulas under the booleans and the
substitution operators remains finite (modulo LC,,-equivalence). The advantage of the filtra-
tion method is that it shows the finite frame property as well: every consistent formula can
be satisfied in a model over a finite MLR,-frame validating O g, (LC,). In fact, a recent
result of H. Andréka and I. Németi shows that the logic © g, (LC,,) even has the finite base
property, i.e., every consistent formula can be satisfied in a local cube Qﬁ,‘fbv (U) over a finite
base set U.

6 Infinite dimensions

There are no a priori reasons why we should confine ourselves to finite dimensions in setting
up a multi-dimensional framework for modal logic. In this section we will see how to extend
the formalisms developed so far to the w-dimensional case, leaving it to the reader to supply
the details for the a-dimensional case where « is an arbitrary ordinal. More than in the
finite-dimensional case, there are a number of choices to be made, in the areas of syntax,
intended structures and semantics. It is our intention here to indicate the various options
rather than delve into the technical details. We start with the syntax, i.e., the choice of
operators in the similarity type MLR,; then, we introduce two new classes of generalized
assignment frames; in the third subsection we return to the connection between first-order
logic and multi-dimensional modal logic; and finally, in the last subsection we generalize the
results from the previous sections to the infinite case.

6.1 w-dimensional syntax

For the sake of a smooth presentation, assume that we have a semantics of local cubes in
mind here. Now, concerning the cylindrifications and the diagonals there does not seem to
be so much of a choice: the similarity type will have diamonds <; and constants ¢d;; for all
1,7 < w, completely analogous to the finite-dimensional case. The situation is different for
the transformation operators, however.

The obvious approach seems to be to admit the diamond O, for every transformation
0 : w — w, but there are problems involved with this choice. One objection to the proposed
option is that the cardinality of the language would become uncountable. To circumvent this,
one could decide to include an operator O, in our w-dimensional similarity type only if o is
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a finite transformation on w, i.e., 0 : w — w is a map such that o(i) # i for finitely many
indices ¢ only. We denote the set of all finite transformations on w by FT\,.

In the definition below we see that in fact, we can study a similarity type for every set of
transformations on the index set w.

Definition 6.1 CML, is the modal similarity type having constants 10;; and diamonds <;
for every i,j < w. Now let H be a set of transformations, i.e., H C “w. Then MLRI is the
extension of CML,, with a diamond O, for each transformation o € H. MLR, and MLR/,
are defined as MLR.* and MLRET« | respectively.

A more serious drawback of the similarity type MLR,,, which also applies to MLR!,, is that
we will never be able to find a finite schema axiomatization in it for any class of generalized
assignment frames. Let us explain the problem in some detail. First there is the point to
consider, what the notion of a finite axiomatization could mean for an infinite similarity type.
Clearly, already the minimal modal derivation system K r, of the similarity type CML,, is
infinite, since one needs infinitely many versions of the distribution axiom. Hence, one needs
to generalize the notion of finite axiomatizability; a good approach is developed in (Monk,
1969), namely that of finite schema axiomatizability. We will explain this notion by example,
not by definition; our exposition is based on the introduction of (Sain and Thompson, 1991),
for more precise definitions we refer the reader to (Henkin et al., 1971 1985). Consider the
axiom

(Q5) Oip + Oi(p A 1di) (provided i # j),

which we defined in the finite-dimensional case as the conjunction of all versions of 5 in
which ¢ and j are replaced by actual ordinals, cf. footnote 2. In the infinite-dimensional case
we will view Q5 as a schema of axioms; to be precise, it abbreviates the set of axioms

{@5 1,5 <w}.

This schema is a Monk-type schema, in the following sense. Let £ € “w be a permutation.
Then the &-substitution instance £p of a formula ¢ is obtained by replacing every index ¢ € w
with its {&-image. For instance, {(Og1p « Co(pAtdor)) is the formula Ogoe1p « Ceo(pAtdeoct)
Now the idea of a finite schema axiomatization is that its axiom set can be brought in the
form {€p | ¢ € A & £ is a permutation on w }, for some finite set A. So let us see what the
problem is in casu the similarity type MLR,, and the class LC,, of local cubes®. Suppose that
we want to extend our completeness result, Theorem 4.2, to the class of w-dimensional local
cubes. Consider the axiom schema

(Q3) OoOrP < OgorPs

which we now would like to stand for the set of formulas

{Q3,,|0,7€“w}

5We will be a bit sloppy concerning the notation (and terminology) of frames and frame classes. For
instance, we use the term ‘local cubes’ for all similarity types MLRE alike. Of course, the local cubes for
MLR,, differ from those for MLR, in that the first contain accessibility relations for every transformation in

“w.
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(or, for the set {Q3,, | 0,7 € FT,} in the case that we are considering the similarity type
MLR!)). There is a subtle but important difference between the schemas Q5 and Q3; this
difference lies in the fact that the index set “w has an algebraic structure on it, which is used
to make Q3 work. The point is that, for a permutation § on “w, the translation of 3, . will
be the formula

O¢(0)Ot(r)P <7 Og(oor)P-

Now this formula will only be valid in the class of local cubes if ¢, in addition to being a
bijection, is a automorphism on the algebra (“w,o); it is crucially needed that {(o o 7) =
§(0) o (7).

In order to avoid such a trivial reason for non-finite schema axiomatizability, one could
return to the suggestion to consider a similarity type with diamonds O;; for replacements
[i/7]¢ and ®;; for transpositions [i, j]* only (cf. section 2).

Definition 6.2 Let CMML,, be the similarity type MLR! where J is the set of transforma-
tions [i,7]“, cf. (8), and replacements [i/]*, cf. (9).

Recall from section 2 that the operators O;; and ®;; have the following interpretation in
multi-dimensional models (we drop the superscript w):

M, sl Op M, soli/j]IF o,
M, sk Qi = M, s o [i, ] IF .

Here so[i/j] is the w-tuple which is like s, with the only possible difference that so[i/j](i) =
s(j); and s o [i,j] is the w-tuple s, but with the elements s(i) and s(j) swapped. Now for
this similarity type we show that we can find a finite schema axiomatization for the class of
w-dimensional local cubes (cf. Theorem 6.8).

6.2 w-dimensional assignment frames

With respect to the intended structures for these languages, we have a range of possibilities,
even if we want to confine ourselves to the multi-dimensional framework. One can still opt
for arbitrarily relativized assignment frames, local cubes or ‘plainly full’ cubes, and there are
in fact some interesting new options: weak cubes and S-local cubes (where S is the similarity
type). We only give a formal definition of the first class.

Definition 6.3 Let ¢ be some w-tuple over some set U; we define “U® as the set of w-tuples
over U that differ from t in at most finitely many indices, i.e.,

“U® = {5 €U | s~ t},
where ~,, is the relation between w-tuples defined by
syt = {i<w]s(i)#t()} is finite.

A relativized assignment frame €V (U) is called a ‘weak cube’ if W is the disjoint union of a
family of sets of the form “UW | or equivalently, if W is closed under the relation ~. The
class of weak cubes is denoted WC,,.
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Note that if we consider finite tuples, the notions of weak cube and cube coincide.
Does it make a difference to the logic, whether we study the class C, or WC,? It is
interesting to note that the answer to this question depends on the similarity type.

Proposition 6.4 O,z (WCy) = Oy p (Cu), while O yrr, (WCy) # Omrr, (Co)-

PRrROOF. For the first part of the proposition, the inclusion from left to right is immediate,
since every cube is a weak cube. For the other inclusion we reason by contraposition. Assume
that the MLR/ -formula ¢ can be satisfied in a weak cube € (U). We will show that there
is also a cube in which ¢ is satisfiable. By definition, there is a valuation V' and an w-tuple
s € W such that ¢V (U),V, s - . Define the valuation V' on the cube €, (U) as follows:

for all proposition letters p. By a straightforward formula induction one proves that in fact,
for all MLR! -formuals v, we have, for each assignment r € W, that

eW(U),V,riF i = €, (U), V', rlIF . (30)

The crucial observation in the modal-inductive steps of the proof of (30) is that the accessibil-
ity relations for the diamonds <; and O, never take us out of W, since W is closed under the
relation ~,. (In other words, €V (U) is a generated subframe of €, (U).) The key fact here is
that F'T, only contains finite transformations, implying that r ~,, r o ¢ for every o € FT\,.
From (30) it is immediate that ¢ is satisfiable in the cube €, (U).

In order to prove the second part of the proposition, we will show that the universe
of a weak cube is not always closed under the accessibility relation X, if ¢ is not a finite
transformation. Consider for example the transformation suc : w — w given by suc(n) = n+1.
Let U = {0,1}, consider the tuple ¢t = (0,1,0,1,...) (i.e., t(i) = i mod 2), and let W be the
set “U®. Clearly the tuple t o suc = (1,0,1,0,...) does not belong to W. Hence, for any
valuation V on W, we have €V (U), V,t I Osuc T S0 Osuc T & Onrrr, (WC,). Since obviously
Cw E Osuc T, we are finished. QED

The proof of Proposition 6.4 leads us to a brief outline of the second new way of relativizing
assignment frames, in which the similarity type determines the class of relativized frames. The
basic idea is as follows. For a set H of transformations on w, an H-local cube is defined as a
relativized cube of the form € (U) in which W is closed under the accessibility relation X,
for every o € H, or maybe simpler: W satisfies

forallse Wand o€ H: soocecW.

The idea is that one always wants s o o to be an available assignment whenever s is available
and O, is a diamond of the similarity type (cf. the proof of Proposition 6.4, where we had
an example of a violation of this condition for the transformation suc).

6.3 w-dimensional semantics

Finally, we can follow two alternative ways to define the semantics of these w-dimensional
languages in these intended structures. For convenience, let us restrict the discussion to the
combination of the similarity type MLR!, and the frame class C,,. To explain the alternative
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interpretations here, we return to section 2, where we motivated the introduction of the
similarity types CML,, and MLR,, by explaining that we were looking for modal versions of
the n-variable fragments of first-order logic. We saw that in the finite-dimensional case, the
connection between the modal and the first-order formalism are very tight, cf. Proposition 2.4.
Recall that the dimension n comes from the number of variables in L,: we wanted to identify
assignments of the first-order semantics with tuple-states in the modal framework. Since
ordinary first-order logic® has w many variables, it is then natural to expect the framework of
w-dimensional modal logic to be the natural niche for a modal version of ordinary first-order
logic. We will see now that this is indeed the case; but the connection between L, and for
instance MLR,, is less straightforward than one might expect. The reason for this lies in the
fact that in ordinary first-order logic, every predicate has a fixed finite rank. So, if P for
instance is a dyadic predicate, the intuitive interpretation for P would be a set of pairs; but
in an w-dimensional modal semantics, we have to interpret P as a set of w-tuples. Thus, it
seems that the finite rank of the predicate symbols and the infinite dimension of the modal
set-up do not go well together.

There are a number of solutions to this problem. The first and easiest solution would be to
adapt the first-order syntax to the modal semantics. For, in the same way that n-dimensional
cylindric modal logic corresponds to restricted first-order logic of n-adic predicate symbols
(and n variables), MLR,, would correspond to a language L, with w-adic predicate symbols
(and w many variables). An atomic formula of this language is of the form Pjusvs1 ... (where
o is a (finite) transformation on w). If one does not like infinitely long formulas, one could
replace this formula with FP7; this is without any loss of information, since the sequence
Vs0Uo1 - - - is completely determined by P, and o. Formalisms like L, have been studied in the
literature under the name of finitary logic of infinitary relations, cf. (Sain, 1982).

A second solution would be to question the assumption that one is forced to accept an
w-dimensional modal semantics because the first-order language has w many variables. The
key observation here is that any formula in ordinary first-order logic has only a finite number
of free variables. So, one can imagine a set-up in which the universe of an intended model
does not consist of a set of w-tuples over a base set U, but of all finite tuples over U. This
approach naturally leads to a many-sorted modal formalism, like the one treated in (Kuhn,
1980).

The third solution is the converse of the first one, namely, one can also adapt the modal
semantics to the first-order syntax by allowing only certain kinds of valuations in cube models.
The basic idea underlying this solution is that m-ary relations can mimick relations of a smaller
arity n via a dummy representation: if R C "U, then we can represent R as the following
subset of "U:

Dri*(R) = {s € U | s|n € R}. (31)

In other words, an m-tuple s is in Dr]'(R) iff its ‘n-cut-off’ tuple (consisting of the first n
coordinates of s) is an n-tuple in R.

Now our w-dimensional semantics can be set up as follows. The universe of our assignment
models will be the set “U of w-tuples over some set U, i.e., maps s : w — U. Then, for a
first-order language having predicate symbols of arbitrary finite rank, we could interpret an

SWith ordinary first-order logic we understand the following language L..,. Its alphabet consists of count-
ably many individual variables, countably many predicate symbols, each of a fixed, finite rank, and the usual
logical symbols (boolean connectives, quantifiers and the identity symbol ‘="). The semantics we have in mind
is the usual one.
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n-adic relation symbol as a subset of “U of the form Dr¥(R), where R is an n-ary relation on
U. This is in accordance with the usage in first-order model theory, where the formula Pvgvy
holds in a model 9% under an assignment s iff s[2 = (s, s1) is in the extension of P.

Definition 6.5 Let € be the w-cube over the set U. A model M = (€, V) is called a dummy
model” if V is a dummy valuation, i.e., for every propositional variable p, there is an n such
that V(p) is of the form Dr¢(R) for some n-ary relation R on U.

It can be shown that in some straightforward sense, every dummy model is equivalent to a
structure for ordinary first-order logic. Note however, that Definition 6.5 still does not give us
L, since we did not fix the rank of the propositional variables beforehand. We could make
this modification in our set-up; but then we have to turn the w-dimensional language into
a many-sorted modal formalism, in which each propositional variable p; is assigned a rank
v(pr), and we can only consider models in which the propositional variable p; is interpreted as
the dummy representation of a v(p;)-ary relation. We will not take this approach, however;
the reason for this is that by fixing the rank of propositional variables, the modal language
would become too much like first-order logic. For instance, concerning the axiomatics, we
would have to add axioms like
(LF)  p—Gp (i>v(p)

In other words, we regain much of the complex bookkeeping of variables in first-order logic.

If we confine ourselves to the dummy semantics in which the propositional variables do
not have a fixed rank, it is interesting to note that the restriction to dummy semantics does
not give us more theorems, at least in the similarity type MLR),.

Proposition 6.6 Let o be a MLR! -formula. Then ¢ is satisfiable in a cube model if and
only if ¢ is satisfiable in a dummy cube model.

PRrOOF. The direction from right to left is trivial; for the other direction, suppose that ¢ is
satisfiable in C,, i.e., there is an w-tuple s of a model M = (&€, (U), V) such that M, s I p.
We will turn 9 into a dummy model M’ = (€, (U), V') in which ¢ holds at s as well.

Since ¢ only uses finitely many operators, and the language MLR,, contains only finite
transformations, it follows that there is a natural number n that is (a) larger than the largest
number ¢ such that one of &;, ¢d;; or tdj occurs in ¢, and (b) also larger than the largest
number ¢ such that there is an operator O, occurring in ¢ for which o(i) # i. It will be
intuitively clear that in the evaluation of ¢ at s, ‘only the first n dimensions matter’. This
intuition is used as follows; for arbitrary states s,t € “U, let miz,(t, s) be the following state:

. [ ti) ifi<n
mizn(t, s) = { s(i) ifi > n.

Now we transform the model 9 into the model MM’ = (&, (U), V'), with V' given by

V'(p) = {t € “U | miz,(t,s) € V(p)}.

"A better (and more elegant) name would be ‘locally finite and regular’ model, since this terminology would
be closer to the usage in algebraic logic, cf. (Henkin et al., 1971 1985). For an introduction to the connections
between cylindric algebras and first-order model theory we refer to (Monk, 1993).
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It is not very difficult to verify that that 9 is a dummy model. Then, by a straightforward
inductive argument, one can show that for all subformulas ¢ of ¢, and for every ¢t € &, (U),
we have

Mt = M, miz,(t,s) - .

From this it follows immediately that ¢ holds in 9 at the state s = miz, (s, s) and hence, ¢
is satisfiable in the dummy model 27'. QED

On the other hand, we loose compactness: it is fairly easy to show that the set {p A< ;—p |
i € w} is easily satisfiable in an w-cube, while it is not satisfiable in a dummy model. To see
this, observe that the set contains the negations of the axioms LF.

6.4 w-dimensional results

It will be clear from the previous subsections that there is really a landscape of w-dimensional
modal logics. In this landscape there are still a lot of things to be investigated. In particular,
intriguing questions are given by the so-called finitization problem; in our multi-dimensional
modal context, one of its manifestations is the question, whether we can find a ‘nice’ multi-
dimensional modal similarity type S such that the S-theory of the class C, allows a ‘nice’
finite schema axiomatization. For more information and various, positive and negative results,
we refer to (Németi, 1991), respectively (Sain and Gyuris, 1995).

Here we will only discuss the question, whether we can generalize the positive results in
Theorems 4.2 and 5.1 to the infinite-dimensional case. In the first section we already saw,
that for a finite schema axiomatization we have to consider the similarity type CMML,, (cf.
Definition 6.2). As explained in section 2, the similarity types MLR,, and CMML,, are term-
definably equivalent, when interpreted on local cubes. Clearly the same holds for MLR!, and
CMML,,. Having this in mind, a completeness and a decidability result are not very difficult
to obtain.

Completeness.

The proof of the following theorem (of which we only give a sketch) crucially depends on
insights from M. Hollenberg and H. Andréka.

Definition 6.7 Let QAX , be the extension of the basic derivation system of the similarity
type CMML,, with the following axiom schemes:
(CM]) p— <>ip

(CMQ) p— Di<>ip
(CM3) ;O — Oip
(Q1")  Oy—p > ~Oip

Rij P — " Rij P
(Q4")  Oigtdij < 1,

Okitdij < L0j; (provided k & {i,7}).
®iktdij < L0k
Qkitdij < L0;; (provided k,l & {i,j}).

(@Q5) Oijp < Ci(p AN idiz)  (provided i # j).
Besides these, we take the following set of Jonsson axioms, which are all subject to the
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condition that i, j, k and | are distinct, with the possible exception of i and .
(J1) ®ijp < ®jip

(J2) ®ij ®ijp D

(J3) ®ij Qi p < Qjk Dij p
(J4) ®ijOriP < Okj ®ij P
(J5) ®ijOjip < Oujp

(J6) OjiOmup < OuOjip
(J7) O;iO5p <> Ojp

The axioms JI — J7 are interesting because of the following. It follows from a result by
Jonsson (Jonsson, 1962) that these axioms are necessary and sufficient to prove every formula
of the form

001003 -+ - O, P <> O Ory - - - Or, P

where the o, 7; are simple substitutions [i/j] or transpositions [¢, j| such that o100y...0, =
TIOTy...Th.

Theorem 6.8 QAX,, is strongly sound and complete with respect to the class LC,, of w-
dimensional local cubes.

ProOF. The basic idea of the proof is to modify the mosaic-based approach of section 4
for the infinite-dimensional case, using operators O, as abbreviated diamonds, for all finite
transformations o. We need to make sure that all instances of the axioms QI — Q6 are
derivable in QAX ,. Q1 follows immediately from Q1’. For Q2 — Q3 the Jénsson axioms are
sufficient; for Q4 we also need Q4’. For Q6, M. Hollenberg observed that the formula

0i;Cip < Oip

is derivable in QAX . H. Andréka showed that from this, all instances of Q6 are derivable
in QAX,, as follows.

Let o and 7 be finite transformation such that o =; 7. Then o o [i/j] = 7 o [i/]], for any
J # 4. It follows that the formula O,0;;p <> O,0;;p is derivable from the Jénsson axioms,
and hence (substitute ©;p for p), the formula ©,0;;Cip + O;0;;Cip. But since 0;;O;p and
&;p are provably equivalent, this implies QAX -theoremhood of O,<Cip < O,<ip.

The main difference with respect to the finite-dimensional case is that we can and will
work with the so-called weak local cubes: these are generalized assignment frames based on
subsets W C “U satisfying, for s € W, that s o 0 € W only for the finite transformations
o € “w (cf. also Definition 6.3 and Proposition 6.4). QED

Decidability.

As an infinite-dimensional analogue to the decidability result in Theorem 5.1, we prove decid-
ability for CMML,, over the local cubes. As a corollary we obtain decidability of © ysz/ (LCy).

Theorem 6.9 The theory © oy, (LCy) is decidable.

PROOF. The crucial claim in the proof of the theorem is an adaptation of lemma 10.10(ii) in
(Németi, 1995) to the similarity type CMML (the mentioned lemma concerns the type CML).
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Claim 1 Let ¢ be a CMMUL,-formula. Then, for 1 <n < a, a < w,

LCht1 E ¢ <= LC, F o

The theorem follows immediately from Claim 1, since Theorem 5.1 provides an algorithm
deciding whether LC,,11 = ¢.

Németi’s paper (Németi, 1995) also contains an example showing that the ‘+1-part’ in
the formulation is necessary: he gives a formula ¢ such that ¢ is LC,-satisfiable but not
LC,-satisfiable.

Proor oF CLAIM Let ¢, o and n be as in the claim. We show that
¢ is LC,-satisfiable iff ¢ is LC,,-satisfiable,

from which the claim follows immediately.
We start with the unproblematic direction (from left to right): here we actually have the
stronger statement that

LC,-satisfiability implies LC,,-satisfiability. (32)

Let 91 be a LC,-model. Assume M, s |- . Let M be the submodel which is “n-generated”
from s (i.e., we only take the accessibility relations =;,X; ;; and M[; /) into account for which
i,7 <mn). Then My, sl ¢. It is easy to see that M, is isomorphic to a LC,-model (hint: cut
off all “tails” from the sequences; the model is locally cube because of the relations Xj; ; and
M;/5)- But then ¢ is LC,,-satisfiable.

For the other direction, let M = (€ (U), V) be a LC,;1-model, and M, s I ¢. Since W
is locally cube, we may assume the existence of sets U; such that W = UZ-e I n+117. . Define
W = Ui U

B = {(z,y) e WxW*:y; =z, x(n)=s(n), and (Vi >n)y(i) = s(n)}

n+1
m* = (¢ (U),V*) is the LC,-model with V* defined by V*(p) = {y € W* : Jz((z,y) €
B and x € V(p)}. We leave it to the reader to verify that V* is well-defined and that s is an
element of the domain of B. Finally, a relatively easy inductive argument® shows that for all
CMML,,~formulas ¢ and for all (z,y) € B:

Mz l-yp <= My Ik (33)
But then we can satisfy ¢ in 9", actually D", s * (s(n), s(n),...) Ik ¢. <
QED
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