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What can complexity theory tell us
about judgment aggregation?

It helps us make choices.



What do | mean with
judgment aggregation?



What do | mean with judgment aggregation?

Judgment aggregation:
The formal and mathematical study of the process of

combining the opinions of a group of individuals — on a
set of logically related issues — into a combined group

opinion.

In this talk, we will see:
» two formal frameworks
> a few examples of aggregation procedures



What is complexity theory?



What is complexity theory?

Complexity theory (in a nutshell):

The mathematical study of what amount of resources
(e.g., time) are needed to solve computational problems.

Computational problems:
» Decision problems (input string, yes-no answer)

» Search problems (input string, output string)

Time:

> Measured as number of steps taken by a computer



Complexity theory
Time measured in terms of the input size (n)

Multiplicative constants are left-out

» O(f(n)) is written for ¢ - f(n), where c is a constant

Worst-case analysis: count the maximum amount of time needed
to solve any input of length n

Examples: » 2SAT

> input: a propositional formula ¢ in 2CNF
> question: is ¢ satisfiable?
» solvable in time O(n)

» SAT

> input: a propositional formula ¢
> question: is ¢ satisfiable?
» apparently needs time ~ 2"



Complexity classes

Group problems into different classes:

PR ny
A%
o7

NP co-NP
P

Tractable:
» polynomial-time solvable problems (P)

Intractable:

» NP, co-NP, etc.
> (believed not polynomial-time solvable; but not proven!)



Complexity Theory

Indication of the difference between polynomial and exponential
(for 10.000 steps per second):

n n? time 2" time
2 0.02 msec 0.02 msec
5 0.15 msec 0.19 msec
10 0.01 sec 0.10 sec
20 0.04 sec 1.75 min
50 0.25 sec 8.4 centuries
100 1.00 sec 9.4 x 107 years
1000 1.67 min 7.9 x 10%%8 years



Complexity theory as an algorithmic guide

Use complexity results to determine how to solve a problem:

> P: direct algorithm works well in general

v

intractable:  not efficiently solvable in all cases

» NP, co-NP:  encoding into SAT, use SAT solver

» OF: encoding & MaxSAT solver

» AF: iterative SAT solving

> Zg, I'Is: encoding & ASP solver / QBF solver



Complexity as a selection criterion for
aggregation procedures



Formula-based judgment aggregation framework

v

agenda: set ¢ of propositional formulas 1, ..., @, and their
negations =1, ..., P,

n individuals

v

v

judgment set: subset J of the agenda &
> consistent if there exists an assignment that satisfies all p € J
> complete if for each ;, either ¢; € J or =p; € J
> all complete and consistent judgment sets for ®: J(®)

v

profile: a sequence J = (4,...,Js) € J(P)" of n complete and
consistent judgment sets for ¢

v

judgment aggregation procedure: a function F : J(®)" — 2¢

> consistent if all J € F(J) are consistent  for each &, J
> complete if all J € F(J) are complete  for each ¢, J



Formula-based JA framework (examples)

Agenda: {p,q,pAq, —p,~q,~(pAq)}
Profile:

P g pAg
individual 1 | 1 0 0
individual 2 | 0 1 0
individual 3 1 1 1
majority | 1 1 0

Majority rule:
» take the (possibly inconsistent) majority opinion
» (1,1,0)

Slater’s rule:

» take complete, consistent judgment sets that are closest to
the majority opinion

> 668 (0,1,0) (1,00) (1,1,1)



The winner determination problem

Winner determination (for procedure F):

» input: an agenda ®, a profile J, and a formula ¢ € .

> question: is there some outcome J € F(J) with ¢ € J?

Some complexity results (see [6, 11]):

>

>

>

majority:

quota:

premise-based.

Kemeny:

Slater:

Young:

Tideman (ranked-agenda):
Duddy-Piggins:

in P

in P

in P

©F-complete
©F-complete
OF-complete
AP-/¥P-complete

@g—complete



The winner determination problem

Winner determination (for procedure F):
> input: an agenda ®, a profile J, and an integrity constraint I.

» output: some outcome J € F(J) that satisfies I

Some complexity results (see [6, 11]):

> majority: in FP
> quota: in FP
> premise-based. in FP
> Kemeny: FOP-complete
» Slater: FOY-complete
» Young: FOF-complete

» Tideman (ranked-agenda): FAS-/F¥f-complete
» Duddy-Piggins: F@g—complete



Complexity as a selection criterion for
judgment aggregation frameworks



Constraint-based judgment aggregation framework

> agenda: set of propositional variables X = {xi,...,xn,} and an
integrity constraint I in the form of a propositional formula over X
» n individuals

v

judgments: truth assignments « to X that satisfy I
> J(X,I): set of all judgments for X, T

profile: a sequence J = (a1,...,a,) € J(X,I)" of judgments

v

judgment aggregation procedure: a function F : J(X,IN)" — 22"
> consistent if all « € F(J) satisfy I',  for each X,T,J

v



Constraint-based JA framework (examples)

Agenda: X = {x1,x2,x3}, [ = (x1 A x2) <> x3

Profile: X o X3
individual 1 | 1 0 0

individual 2 | 0 1 0

individual 3 1 1 1

majority | 1 1 0

Majority rule:
» take the majority opinion (possibly inconsistent with I)

» (1,1,0)
Slater’s rule:
> take judgments (consistent with I') that are closest to the

majority opinion

> 668 (0,1,0) (1,00) (1,1,1)



How do the frameworks compare?

Burden on the individuals: choosing a consistent judgment
» formula-based: in FP

» constraint-based: FNP-complete

Succinctness (see [7]):

» for each constraint-based agenda (X,I') there is a “small”
(poly-size) formula-based agenda @ that is equivalent

> but finding it is FNP-complete

> vice versa, not for each formula-based agenda ® there is a
“small” equivalent constraint-based agenda ¢

> (under some complexity-theoretic assumptions)

Complexity of winner determination might differ:

» (for many rules it is the same)



How do the frameworks compare? (cont'd)

The two frameworks have different complexity properties:

» choosing a (consistent) judgment is easier in the
formula-based framework

» agendas can be more succinct in the formula-based framework
» transforming agendas from the constraint-based to the
formula-based framework has high complexity

> the complexity of winner determination for aggregation
procedures can be different in different frameworks



Complexity as a selection criterion for
aggregation procedures

The other side of the coin



High complexity as a good property

Computational problems related to cheating.

» Manipulation: can an individual report a dishonest judgment
to improve the outcome?

» Control: can individuals be added/deleted /bundled to improve
the outcome?

» Bribery: can the judgment of few individuals be changed to
improve the outcome?

High computational complexity for these problems is an advantage
for aggregation procedures. (See, e.g., [9])

For the premise-based procedure, these forms of cheating are
NP-hard. [1, 2, §]



High complexity as a good property (but beware!)

Beware!

» High worst-case complexity does not mean that cheating is
impossible.

» Just not easy in all cases.

More refined complexity analysis is needed to improve the evidence
that aggregation procedures are resistant to cheating.

» (More about this in a second.)



What future results
should we look forward to?



Research direction one

Answer the complexity questions that are in front of us:

» determine the complexity of the winner determination problem
of the different judgment aggregation procedures (in different
frameworks)

» determine the complexity of ‘cheating problems’

These results will give a more complete picture of the
consequences of various choices (in terms of complexity).



Research direction two: parameterized complexity

Worst-case complexity analysis has its drawbacks

» maybe there are only a few (untypical) inputs that cause the
high complexity

Parameterized complexity [3, 4, 5, 10, 12] is one way to refine this
‘classical’ analysis

» Measure complexity in terms of input size n and a parameter k

» The parameter captures structure in the input
(smaller value ~» more structure)

» Examples of parameters for JA:
> # individuals
> # issues in the agenda
> # size of formulas in the agenda (formula-based)
> degree of variables
> treewidth



Research direction two: parameterized complexity

Inputs of size n: * hard inputs

4 N

*

inputs in practice *




Research direction two: parameterized complexity

Inputs of size n: * hard inputs

4 N

*




Research direction two: parameterized complexity

Research direction: answer the various complexity questions using
parameterized complexity analysis.

(People are already doing this. See, e.g., [2])

These results will give a more detailed picture of the
consequences of various choices (in terms of complexity).



What can complexity theory tell us
about judgment aggregation?

It gives us another collection of properties
to distinguish aggregation frameworks
and procedures.
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