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Abstract

A closed form is given for the expressions G(m, n) and B(m, n) of the previous
paper. The resulting formula however is not suitable for efficient computa-
tions, except in some special cases, which are discussed at the end of this
appendix.

Recall from (1) of the previous paper the following system of recurrence
relations:

G(m,n) =G(m,n — 1)Qk + B(m,n — 1)Pk
+G(m—-1,n-1)Q(1 — k) + B(m —1,n - 1)P(1 — k),
B(m,n) =B(m,n — 1)gh + G(m,n — 1)ph
+B(m—-1,n-1)g(1—h)+G(m—1,n—1)p(1 - h)

with initial conditions

G(0,1) =k, G(1,1)=1-k,
B(0,1)=h, B(1,1)=1-h,
G(m,n) = B(m,n)=0if m <0or m > n.
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We rewrite the system in matrix form:

Um,n = va,n-l ot va—l,n—l

with initial conditions

vo1=f, vi=gy,
Uma =01 m<0orm>n.

= (B )

Qk “Pk 14 k 0 QP :

~(& )-GNG
v (p(l—h) q(l— )) (0 1—h><p q)’

re(h)e o= (A8
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Lemma 1. Let £=1,2,... and j =0,1,...,{. For a subset o of {1,2:%..

of cardinality |o| = j and fori=1,...,{ put

_JY ifieo,
Zoi = {X ifido.
Then
£
Um,pn = Z Za,l Zo,2 K Za,l Um—jn—t¢-
i=0 oc{1,....}
lo|=s

(2)

PROOF. By complete induction with respect to £. For £ =1, (2) is a rewritten

version of (1). From (1) and the case £ of (2) we get

Vm,n =X Um,n-1 T va—l,n—-l

£
= Z Z X Zg"l O Zg,l Um—jn—t-1

j=0 oC{1,...,£}
|01=j

+Z Z YZ"’l Ulvm—j—l,n—[—l

7=0 oC{1,....£}

=Z Z Zgy - 'Za.l-+-1 Um—jn—t-1

7=0 oC{1,...,£+1}
|"’|—] 1¢o

~
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X Zea Zetnvmojnein

J=1 oC{1,...,.L+1}
|lo|=j,1€0

4+1

— E Z Zo’,l * e Za,l+1 Um—jn—Lt—1-

J=0 oC{1,...,£+1}

ol=j

O
Theorem 2. Letn—1>m > 1. Let Z,; be as in Lemma 1. Then
Um,n = Z Za,l = 'Za,n—l f
sC{1,...,n-1}
lo|=m
+ Z Za,l %2 'Za,n—l g. (3)
aC{1,...,n—1}
|o|=m-1

PROOF. Because of the initial conditions for (1), the outer sum (for j) in (2)

runs from max{0,m — n + £} to min{f,m}. Now take £ = n — 1. Then the
sum runs over 7 = m — 1, m. a

The two cases for vy, , not covered by Theorem 2 are quite simple and follow
immediately from (1) and the initial conditions:

Vo,n = Xn_l fa (4)
VUn,n = Yn_l g. (5)
Now let A and D be invertible 2 x 2 matrices such that AXA~! and DY D!
are diagonal matrices. Then
v =AT(AXATH)" LAY, (6)
Mg DN (DY DENERD G (7

yield quite simple explicit expressions for the coordinates of vo,n and vy, 5. In
fact, for vg ,, this is the solution obtained in [1] in a quite different way.

In general, X and Y will not commute and can certainly not be simultane-
ously diagonalized. If they do commute then (3) yields

= =1
Bt = (n 1> Xn—m—l ym f & (n ) Xxn—m Ym—l qg.
m m-—1

If, moreover, there is a 2 x 2 invertible matrix A such that

=1 Xl 2ipiefeptie. 0
AXA ‘(o R e
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then
| An—m-—lﬂm 0
o = A—l 1 1 Lo A
g ( m ) ( 0 A2 1/~‘§n> /

n—1 Ly far et 0
+(m—1)“‘ ( G Lh et J 4G (8)

which is a very simple explicit expression for v, ,.
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