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Abstract

In this assignment we implemented a logistic discriminant, obtaining its parameters by maximizing the log-likelihood function. Afterwards we tested this discriminant on two data sets, the banana-data and the SPECT data. For the banana-data the correct    result can be easily plotted; however, for the SPECT data we can only measure the percentage of correct classification. For the third part of the lab, we pruned away features with the least discriminative power and measured the performance of the logistic discriminant as a function of the number of features used.

Introduction

To implement the logistic discriminant we first have to write function that calculates the log-likelihood, together with its partial derivatives. We then need to maximize this function in order to obtain the parameters for the logistic dicriminant. Matlab only features a minimize function, so we will take the inverse of the log-likelihood function (and its gradient) and minimize it in respect to its parameters. From the obtained parameters we can than easily build a classifier through simple vector multiplication.  
In the third part we need to identify the features that have the least discriminative power. It will be the features whose corresponding entry in the W vector is closest to zero. Taking them away step by the step and classifying the test data again we can observe the performance of the classifier depending on the number of features used. 
Implementation
The ‘f’ function to calculate the log-likelihood and its gradient can be implemented straight from its mathematical definition, and will not be presented here. One thing to notice is that in ‘f’ we used the definition h(x) = Z * VT where Z = { 1, x1, x2, … ,xn}T and V = {w0, w1, …., wn}T to calculate the descriminant function. The other functions are:
File: C4_banana.m
BEGIN

 Load Data (both test and training)

 Plot data

 Adjust Data to be used in function ‘f’

 Minimize function f

 Calculate the linear equation of the discriminant line

 Plot the discriminant line

 Classify the test data

 Print the amount of correct classification for class1 and class2

END

File: C4_spect.m

BEGIN

 Load Data (both test and training)

 Adjust Data to be used in function ‘f’

 LOOP through all dimensions of the data, until dimension=1


LOOP until difference between old and new value are small



Minimize function ‘f’


END


Adapt the priors with the class priors of the test data


Classify the test data


Calculate the correct classification


Save the correct classification percentual in an array


Remove the dimension with the less discriminant weight



in both training data and test data.

 END

 Plot the array with the results

END

Experiments

To run the experiment we use different datasets. In the first two pictures we load random data and calculate the discriminant function. Comparing the two graphs it’s possible to notice the performance of the discriminant in two different cases: when the classes are distinct and when they are overlapping. For the banana set we check the correct classification by plotting two different graphs, again one with the overlapping classes and another one with distinct classes. For the SPECT data was not possible to plot any graph due to the hi-dimensional space of the data. We just calculate the amount of correct classification every time we remove the feature with the less weight for the discriminant function. Then we use the results to plot the last graph.
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Conclusions

We can see that the logistic regression algorithm works very well on data that is linearly separable, as we would expect. Even for slightly overlapping datasets, like the banana set when it is not separated, we get correct classification results above 80%.

For the SPECT data the initial performance is very bad if we use all 22 features and don’t consider the prior probabilities. Classification accuracy lies around 69%. Slowly removing the features with the least discriminative power reveals that for a certain number of features we actually get a higher accuracy, but the accuracy doesn’t rise higher than about 72% after removing 16 features. Beyond that the percentage of correct classification rapidly drops down to 22% when using only 1 feature. 

However, if we take into account the priors (by adjusting w0’) the classification accuracy starts up at around 78%. Also here we can see that for less features we get higher accuracy in some cases. Specifically we can identify two peak performances, both around 83%, when using 10 and 7 features. However, after 18 features the classification accuracy jumps up to 92%. This is due to the fact that after that all data points are classified as normal (or abnormal, we don’t know which class corresponds to which). Since 92% of the data points actually all belong to this class, of course we get such a result. However, in the real world this is not a valid, since simply classifying all patients in a hospital as normal (or abnormal), doesn’t help much. 
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