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1 Introduction

Ornstein–Uhlenbeck (OU) processes are Markovian, mean reverting Gaussian pro-
cesses and have found widespread use in a broad range of application domains, such
as finance, life sciences, and operations research. In many situations, though, the
stochastic process involved is not allowed to cross a certain boundary or is even sup-
posed to remain within two boundaries. The resulting reflected OU (denoted in the
sequel by ROU) processes have been studied by, for example, Ward and Glynn (2003a,
2003b, 2005), where ROU processes are used to approximate the number-in-system
processes in M/M/1 and GI/GI/1 queues with reneging under a specific, reasonable
scaling. Srikant and Whitt (1996) also show that the number-in-system process in a
GI/M/n loss model can be approximated by ROU. For other applications, we refer to,
for example, the introduction of Giorno, Nobile, and di Cesare (2012) and references
therein.

This note is to be considered as a follow up of, and complementary to, our ear-
lier work (Huang, Mandjes, and Spreij, 2014). That paper considered large deviation
results for both one-sided and doubly reflected processes, but only central limit theo-
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226 M. Mandjes and P. Spreij

rems for the ‘idleness’ and ‘loss’ processes in the doubly reflected case. The central limit
theorems for the ‘idleness’ and ‘loss’ processes in one-sided ROU models are provided
in the present note.

Throughout this note, a probability space (Ω, ,P) equipped with a filtration 𝐅 =
{t}t∈R+

is fixed. As known (see Lions and Snitzman, 1984), the OU process is defined
as the unique strong solution to the stochastic differential equation (SDE):

dXt = (𝛼 − 𝛾Xt)dt + 𝜎dWt, X0 = x ∈ R,

where 𝛼 ∈ R, 𝛾, 𝜎 > 0, and Wt is a standard Brownian motion.
The OU process is mean reverting towards the value 𝛼∕𝛾. To incorporate reflection

at a lower boundary 0, thus constructing ROU, the following SDE is used,

dYt = (𝛼 − 𝛾Yt)dt + 𝜎dWt + dLt, Y0 = x ≥ 0. (1)

Here, L = {Lt, t ≥ 0} could be interpreted as an ‘idleness process’. More precisely, L
is defined as the minimal nondecreasing process such that Yt ≥ 0 for t ≥ 0; as in the
deterministic Skorokhod problem, it holds that ∫[0,∞] 𝟏{Yt>0}dLt = 0. Hence, for any
(continuous) function g, one has

∫[0,T]
g(Yt)dLt = g(0)∫[0,T]

𝟏{Yt=0}dLt = g(0)LT , for anyT > 0. (2)

Existence of a strong solution to Equation (1) has been established in, for instance,
Ward and Glynn (2005).

The paper mainly focuses on central limit theorems for the idleness process L. As in
Huang et al. (2014), we use Zhang and Glynn’s martingale approach, as developed in
Zhang and Glynn (2011), and further elaborated on in Glynn and Wang (2015) to
establish the results. In section 2, we review a previous result from Huang et al. (2014)
for doubly reflected processes and explain why one has to modify this approach for the
one-sided reflected case, whereas in section 3, we show which modifications are needed
to identify the central limit theorems. We also present results for reflected processes at
lower boundaries other than zero and for processes reflected at an upper bound.

2 A previous result

Let us briefly summarize the result in Huang et al. (2014). In that paper, the object
of study was a doubly reflected (at the lower bound zero and an upper bound d) OU
process Z, satisfying the SDE

dZt = (𝛼 − 𝛾Zt)dt + 𝜎dWt + dLt − dUt.

For a twice continuously differentiable function h on R, by Itô’s formula, we have

dh(Zt) =
(
(𝛼−𝛾Zt)h′(Zt)+

𝜎2

2
h′′(Zt)

)
dt+𝜎h′(Zt)dWt +h′(Zt)dLt −h′(Zt)dUt.

© 2017 The Authors. Statistica Neerlandica © 2017 VVS.
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CLT for the idleness process 227

On the basis of the key properties of L (e.g., Equation (2)) and U (which takes care of
the reflection at the upper level d), this reduces to

dh(Zt) =
(
(𝛼 − 𝛾Zt)h′(Zt) +

𝜎2

2
h′′(Zt)

)
dt + 𝜎h′(Zt)dWt + h′(0)dLt − h′(d)dUt

= (h)(Zt)dt + 𝜎h′(Zt)dWt + h′(0)dLt − h′(d)dUt,

where the operator  is defined through

 ∶= (𝛼 − 𝛾x) d
dx

+ 𝜎2

2
d2

dx2
.

The following lemma taken from Huang et al. (2014) presented a judicious choice of
the function h that was instrumental for the proof of the central limit theorem for the
process U .

Lemma 2.1. Consider the ordinary differential equation (ODE) with real variable
right-hand side q ∈ R

(h) = q, 0 ⩽ x ⩽ d,

under the mixed initial/boundary conditions h(0) = 0, h′(0) = 0, and h′(d) = 1. It has
the unique solution (h, q) ∈ C2(R) × R given by

q = qU ∶= 𝜎2

2
W (d)

∫ d
0 W (v)dv

, h(x) =
2qU

𝜎2 ∫
x

0 ∫
u

0

W (v)
W (u)

dv du,

where

W (v) ∶= exp
(

2𝛼v
𝜎2

− 𝛾v2

𝜎2

)
.

Indeed, with this choice of h, we have

dh(Zt) = 𝜎h′(Zt)dWt − (dUt − qU dt).

Boundedness of h(Zt) (Z is a bounded process) combined with a central limit theorem
for the martingale ∫ ⋅

0 𝜎h′(Zt)dWt was central in the proof of the central limit theorem
for Ut; see Huang et al. (2014) for further details.
In the present paper, we deal with the one-sided reflected process Y and with a twice
differential function h one obtains

dh(Yt) = (h)(Yt)dt + 𝜎h′(Yt)dWt + h′(0)dLt. (3)

Two facts obstruct a direct application of the method earlier: (i) the process h(Yt)
is not bounded, and (ii) we cannot immediately apply Lemma 2.1 to obtain a proper
choice of h. Indeed, we needed three initial/boundary conditions to also determine the
constant q, whereas now, we can only specify h(0) and h′(0). In the next section, we will
see how to overcome these difficulties.
© 2017 The Authors. Statistica Neerlandica © 2017 VVS.

 14679574, 2017, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/stan.12108 by U

va U
niversiteitsbibliotheek, W

iley O
nline L

ibrary on [07/08/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



228 M. Mandjes and P. Spreij

3 The central limit theorems

The main objective of this section is to derive a central limit theorem for Lt, for t → ∞,
and a functional version of it. We do so relying on the martingale techniques initiated
in Zhang and Glynn (2011). We also consider other reflected processes.

3.1 Main results

Dealing with only a one-sided reflected process, we argue that the procedure as outlined
in section 2 breaks down. In order to remedy this difficulty, we modify the procedure
as follows. We need a separate argument that establishes the value of qL that appears
in Theorems 3.7 and 3.8 and the following variant of Lemma 2.1.

Lemma 3.1. Let q be a given constant. Consider the ODE

(h)(x) = q, x ≥ 0,

under the initial conditions h(0) = 0, h′(0) = 1. It has the unique solution h ∈ C2(R)
given by

h(x) = ∫
x

0

1
W (u)

(
1 +

2q
𝜎2 ∫

u

0
W (v)dv

)
du,

where

W (v) ∶= exp
(

2𝛼v
𝜎2

− 𝛾v2

𝜎2

)
.

Proof. One easily verifies (like in the proof of the corresponding result in Huang et al.,
2014) that the general solution is

h(x) = C2 + C1∫
x

0

1
W (u)

du +
2q
𝜎2 ∫

x

0 ∫
u

0

W (v)
W (u)

dv du.

Then, the initial conditions h(0) = 0, h′(0) = 1 uniquely determine the values of C1,C2.
Indeed, we obtain C2 = 0 and C1 = 1, and so

h(x) = ∫
x

0

1
W (u)

du +
2q
𝜎2 ∫

x

0 ∫
u

0

W (v)
W (u)

dv du.

Next, we give the solution as presented in Lemma 3.1 a different appearance. First,
we need the fact that the invariant distribution of Y is truncated normal; see Ward
and Glynn, 2003b; Proposition 1). If X is the solution to a nonreflected equation, an
ordinary OU process, its invariant distribution is N( 𝛼

𝛾
,
𝜎2

2𝛾
). Let 𝜉 be a random variable

© 2017 The Authors. Statistica Neerlandica © 2017 VVS.
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CLT for the idleness process 229

having this distribution and denote its density by pOU(x). By a simple computation,
one obtains

W (x) = pOU(x) exp
(

𝛼2

𝛾𝜎2

)√
𝜋𝜎2∕𝛾.

Furthermore, P(𝜉 > 0) = ∫ ∞
0 pOU(x) dx = Φ( 𝛼√

𝜎2𝛾∕2
) with Φ the cumulative distribu-

tion function of the standard normal distribution. The invariant density pY of Y is
given by (here and further below y ≥ 0)

pY (y) =
pOU(y)

∫ ∞
0 pOU(u) du

=
W (y)

∫ ∞
0 W (u) du

or, in explicit terms,

pY (y) =
1

P(𝜉 > 0)
√
𝜋𝜎2∕𝛾

exp
(
− 𝛾

𝜎2
(y − 𝛼

𝛾
)2
)
.

Note further that

pY (0) =
pOU(0)
P(𝜉 > 0)

=
exp(− 𝛼2

𝛾𝜎2 )

P(𝜉 > 0)
√
𝜋𝜎2∕𝛾

,

from which it follows that

W (y) =
pY (y)
pY (0)

. (4)

Let 𝜂 be a random variable with density pY . We proceed by computing E𝜂.

Lemma 3.2. It holds that

E𝜂 = ∫
∞

0
ypY (y) dy = 𝜎2

2𝛾
pY (0) +

𝛼

𝛾
.

Let Y be in its stationary regime. Then, qL ∶= dELt

dt
= 𝜎2

2
pY (0).

Proof. Note the identity

dpY (y)
dy

= −2𝛾
𝜎2

(
y − 𝛼

𝛾

)
pY (y).

Hence,

E𝜂 = ∫
∞

0

(
y − 𝛼

𝛾

)
pY (y) dy + ∫

∞

0

𝛼

𝛾
pY (y) dy

= −𝜎2

2𝛾 ∫
∞

0

dpY (y)
dy

dy + 𝛼

𝛾

= 𝜎2

2𝛾
pY (0) +

𝛼

𝛾
.

© 2017 The Authors. Statistica Neerlandica © 2017 VVS.
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230 M. Mandjes and P. Spreij

The next step is to determine qL. Let Y be in its stationary regime. From the SDE for
Y , we acquire

0 = (𝛼 − 𝛾 E𝜂) + qL.

Using the aforementioned expression for E𝜂, we obtain qL = 𝛾E𝜂 − 𝛼 = 𝜎2

2
pY (0).

Remark 3.3. In Glynn and Wang (2015), a paper on more general reflecting diffu-
sion processes, with a broader scope also covering results on large deviations, the value
of qL for a one-sided reflected process is postulated in Eq. (23), but the exact deriva-
tion is not completely given. The result can be derived from results in that paper for
two-sided reflected processes with an upper boundary b, if one imposes an extra bound-
ary condition, limb→∞ h′(b) = 0 with sufficiently fast convergence, but some additional
motivation is needed to justify this. To offset the effect of the nonconverging integral
for x → ∞ in Eq. (20) of the cited paper, when applied to ou case, one needs that the
first factor in Eq. (19) tends to zero, which implies Eq. (23). See Proposition 3.5 and
Remark 3.6 for a follow-up discussion and a more precise argument. Not imposing this
additional boundary condition motivated our alternative approach, as already alluded
to at the end of section 2.

Lemma 3.4. Let q = −qL and let h be the function as in Lemma 3.1. Then, for x >

0, h′(x) = pY (0)
pY (x)

F̄Y (x), where F̄Y (x) = 1 − FY (x), with FY the distribution function

associated with the invariant density pY . Moreover,

∫
∞

0
h′(x)2pY (x) dx < ∞. (5)

Proof. First, we note that

h′(x) = 1
W (x)

(
1 −

2qL

𝜎2 ∫
x

0
W (v)dv

)
. (6)

Use now qL = 𝜎2

2
pY (0) to acquire 1 − 2qL

𝜎2
∫ x

0 W (v)dv = 1 − pY (0)∫ x
0 W (v) dv, and recall

Equation (4), pY (0)W (v) = pY (v), to arrive at 1 − 2qL

𝜎2
∫ x

0 W (v)dv = 1 − ∫ x
0 pY (v) dv =

F̄Y (x). The first result follows.
To prove the second result, we note that pY (x)∕F̄Y (x) = pOU(x)∕F̄OU(x). Recall that

for x → ∞, it holds that Φ̄(x)
𝜙(x)

∼ 1
x

(𝜙 is the density of N(0, 1)). Hence, we have F̄Y (x)
pY (x)

∼
𝜎2∕2𝛾

x
, and for large x, it follows that ∫ ∞

x h′(y)2pY (y) dy < ∞.

Proposition 3.5. Consider the ODE of Lemma 3.1 with the given initial conditions and
q > 0. To have that the solution h satisfies Equation (5), it is necessary and sufficient
that q = −qL as given in Lemma 3.2.

© 2017 The Authors. Statistica Neerlandica © 2017 VVS.
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CLT for the idleness process 231

Proof. Consider the analogue of expression 6 for arbitrary q, that is,

h′(x) = 1
W (x)

(
1 +

2q
𝜎2 ∫

x

0
W (v)dv

)
.

Assume that Equation (5) holds. From Equation (4), this amounts to

∫
∞

0

pY (0)
W (x)

(
1 +

2q
𝜎2 ∫

x

0
W (v) dv

)2

dx < ∞.

As 1
W (x)

is not integrable over [0,∞), the aforementioned integral can only be finite
if the square in the integrand tends to zero for x → ∞, so one must have q =
− 𝜎2

2
∫ ∞

0 W (v) dv. But ∫ ∞
0 W (v) dv = 1

pY (0)
∫ ∞

0 pY (v) dv = 1
pY (0)

. It follows that q = −qL

is a necessary condition. Sufficiency has been proved in Lemma 3.4.

Remark 3.6. Finiteness of the integral in Equation (5) is essential for the central limit
theorems further down to hold. If we consider the situation of Lemma 3.1, but with
variable q, then the integrability condition leads to the unique solution q = −qL along
with the given solution h to the ODE for q = −qL. As such, the initial conditions in
the lemma together with the integrability condition are the three conditions needed
to uniquely solve the ODE with variable q. The integrability condition can thus be
viewed as an alternative to determine the value of qL, without invoking the stationary
distribution of Y as in Lemma 3.2.

Here is the first central limit theorem, the counterpart of Proposition 6 in Huang
et al. (2014).

Theorem 3.7. Let h be as in Lemma 3.1 for q = −qL. For t → ∞, the law of Lt−qLt√
t

weakly converges to N(0, 𝜏2), where 𝜏2 = 𝜎2 ∫ ∞
0 h′(x)2pY (x) dx < ∞.

Proof. Let h be as in Lemma 3.1 for q = −qL, and consider h(Yt). Itô’s rule gives

h(Yt) − h(Y0) = ∫
t

0
h(Ys) ds + 𝜎 ∫

t

0
h′(Ys) dWs + ∫

t

0
h′(Ys) dLs.

Property 2 of L together with h′(0) = 1 give ∫ t
0 h′(Ys) dLs = Lt. Combine this with

h(Ys) = −qL to arrive at

h(Yt) − h(Y0) = −qLt + 𝜎 ∫
t

0
h′(Ys) dWs + Lt.

Hence,

Lt − qLt√
t

=
h(Yt) − h(Y0)√

t
− 1√

t
𝜎 ∫

t

0
h′(Ys) dWs. (7)

© 2017 The Authors. Statistica Neerlandica © 2017 VVS.
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232 M. Mandjes and P. Spreij

As Yt → 𝜂 in distribution, where 𝜂 is distributed according to the invariant distribution
of Y , we also have by the continuous mapping theorem h(Yt) → h(𝜂) in distribu-

tion, and one then also has the convergence h(Yt)−h(Y0)√
t

→ 0 in probability, denoted

h(Yt)−h(Y0)√
t

P

→ 0. Hence, the distributional limit of Lt−qLt√
t

is completely determined by

that of the second term on the right in Equation (7).
Next, we apply the large time central limit theorem for continuous local martingales.

It says the following. Let M be a continuous local martingale with quadratic varia-

tion process ⟨M⟩. If ⟨M⟩t

t

P

→ 𝜏2 as t → ∞, where 𝜏2 is a positive constant, then Mt√
t

converges in distribution, as t → ∞, to a random variable with a N(0, 𝜏2) distribu-
tion. We apply this to the local martingale Mt = −𝜎 ∫ t

0 h′(Ys) dWs for which we have⟨M⟩t = 𝜎2∫ t
0 h′(Ys)2 ds.

By the ergodic theorem (Gı̄hman and Skorohod, 1972; p. 134),

1
t
⟨M⟩t

P

→ 𝜎2 ∫
∞

0
h′(x)2pY (x) dx = 𝜏2, (8)

where the right-hand side is finite according to Lemma 3.4. Hence, − 1√
t
𝜎 ∫ t

0 h′(Ys) dWs

→ N(0, 𝜏2) in distribution.

With a bit more effort, we obtain a functional version of the aforementioned
theorem.

Theorem 3.8. The centered and scaled loss process Ln defined by Ln
t ∶= Lnt−qLnt

𝜏
√

n
con-

verges weakly in C[0,∞) with the locally uniform metric to a standard Brownian
motion as n → ∞.

Proof. We have, as in the proof of Theorem 3.7,

Lnt − qLnt√
n

=
h(Ynt) − h(Y0)√

n
− 𝜎√

n ∫
nt

0
h′(Ys)dWs.

Let Mn be the local martingale given by Mn
t = − 𝜎√

n
∫ nt

0 h′(Ys)dWs, n ≥ 1. Then, the

quadratic variation processes are given by

⟨Mn⟩t =
𝜎2

n ∫
nt

0
h′(Ys)2ds.

By the ergodic theorem (Gı̄hman and Skorohod, 1972; p. 134) again, and similar to
Equation (8), for arbitrary t ∈ [0,∞),

⟨Mn⟩t = 𝜎2t
1
nt ∫

nt

0
h′(Ys)2ds

P

→ 𝜏2t, as n → ∞,

© 2017 The Authors. Statistica Neerlandica © 2017 VVS.
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CLT for the idleness process 233

and hence, by the functional martingale central limit theorem, we have weak conver-
gence of the local martingales 1

𝜏
Mn to a standard Brownian motion. The claim will

be proved by applying the functional limit theorem for semimartingales (Shiryayev,
1981; Thm. 3) to Ln, for which it is now sufficient to show that for every T > 0,

sup
t≤T

h(Y0) − h(Ynt)√
n

→ 0 in probability for n → ∞.

We have seen in the proof of Lemma 3.4 that h′(x) behaves as a constant times 1
x

for
large values of x. Hence ,h(x) for large x behaves as log x, and therefore, it is sufficient
to show that

sup
t≤T

log(Ynt + 1)√
n

→ 0 in probability for n → ∞. (9)

We use the following trivial estimate. Because Yt ≥ 0, we have Yt ≤ Y0 +𝛼t+𝜎Wt +Lt.
Hence, denoting W ∗

t = sups≤t |Ws| and recalling Doob’s inequality, E(W ∗
t )

2 ≤ 4t, we

have supt≤T Ynt ≤ 𝛼nT +𝜎W ∗
nT +LnT and E supt≤T Ynt ≤ 𝛼nT +

√
E(𝜎W ∗

nT )2+ELnT =

𝛼nT +
√
𝜎24nT + ELnT .

But then, by Jensen’s inequality,

E sup
t≤T

log(Ynt + 1) = E log(sup
t≤T

Ynt + 1) ≤ logE(sup
t≤T

Ynt + 1)

≤ log(𝛼nT +
√
𝜎24nT + ELnT )),

from which it follows that (ELnT∕n has a finite limit qLT for n → ∞)

lim sup
n→∞

E sup
t≤T

log(Ynt + 1)√
n

≤ lim sup
n→∞

1√
n
(log n+log(𝛼T+

√
𝜎24T∕n+ELnT∕n)) = 0.

As the supremum is trivially nonnegative, we conclude that supt≤T
log(Ynt+1)√

n
→ 0 in L1,

as n → ∞, which is sufficient for Equation (9) to hold.

3.2 Other reflecting boundaries

In this section, we study processes that are (lower or upper) reflected at other bound-
aries. As the results immediately follow from Theorem 3.8 or can be proven in a similar
fashion, we state them without proofs.

First, we consider a process reflected at another lower boundary than zero, which
we reduce by translation to the previous case. Let 𝓁 be this boundary and consider the
one-sided lower reflected process Y𝓁 that is such that Y𝓁

t ≥ 𝓁 and given by the SDE

dY𝓁
t = (𝛼 − 𝛾Y𝓁

t ) dt + 𝜎dWt + dL𝓁
t ,

© 2017 The Authors. Statistica Neerlandica © 2017 VVS.
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234 M. Mandjes and P. Spreij

where L𝓁 is the minimal increasing process that renders Y𝓁
t ≥ 𝓁 for all t ≥ 0. Put

Yt ∶= Y𝓁
t − 𝓁 to find

dYt = (𝛼𝓁 − 𝛾Yt) dt + 𝜎dWt + dL𝓁
t ,

with 𝛼𝓁 = 𝛼 − 𝛾𝓁. Note that ∫ ∞
0 𝟏{Yt>0} dL𝓁

t = 0. It follows that one can obtain a
central limit theorem for Ł𝓁 from the result in the previous section. We need that the
stationary density of Y𝓁 is (at 𝓁) truncated normal. For y > 𝓁, one has

pY𝓁 (y) = 1

Φ( 𝛼−𝛾𝓁√
𝜎2𝛾∕2

)
1√

𝜋𝜎2∕𝛾
exp

(
− 𝛾

𝜎2
(y − 𝛼

𝛾
)2
)
.

We also need q𝓁 = 𝜎2

2
pY𝓁 (𝓁) and the function h𝓁, which is for y > 𝓁 given by

h𝓁(y) = ∫ y
𝓁 h′𝓁(x) dx, with h′𝓁(x) =

pY𝓁 (𝓁)
pY𝓁 (x)

F̄Y𝓁 (x) and 𝜏2
𝓁 = 𝜎2 ∫ ∞

𝓁 (h′𝓁(x))
2pY𝓁 (x) dx. Note

that h(x) = −q𝓁. The precise result is as follows.

Theorem 3.9. The centered and scaled loss process L𝓁,n defined by L𝓁,n
t ∶= L𝓁

nt−q𝓁nt

𝜏𝓁

√
n

converges weakly in C[0,∞) with the locally uniform metric to a Brownian motion as
n → ∞.

Next, we turn to upper reflected processes. Let d ∈ R and consider the one-sided
upper reflected process Z that is such that Zt ≤ d and given by the SDE

dZt = (𝛼 − 𝛾Zt) dt + 𝜎dWt − dUt,

where U is the minimal increasing process that renders Zt ≤ d for all t ≥ 0. Note that
∫ ∞

0 𝟏{Zt<d} dUt = 0. By ‘flipping’, we can reduce this case to the one with reflection at
a lower boundary. Let Ỹt ∶= d − Zt, then we find

dỸt = (𝛼̃ − 𝛾Ỹt) dt − 𝜎dWt + dUt,

with 𝛼̃ = −𝛼 + 𝛾d. It follows that one can obtain a central limit theorem for U from
the results in the previous section. Almost all that is needed is to express all quantities
needed in terms of 𝛼̃ = −𝛼 + 𝛾d instead of in 𝛼. For instance, the invariant density pZ

of Z can be derived from the invariant density of Ỹ . It is at zero truncated N( 𝛼̃
𝛾
,
𝜎2

2𝛾
),

and one has (for z < d) pZ(z) = pỸ (d − z), explicitly,

pZ(z) =
1

Φ( 𝛾d−𝛼)
𝜎2𝛾∕2

)
1√
𝜋𝜎2

2𝛾

exp
(
− 𝛾

𝜎2
(z − 𝛼

𝛾
)2
)
.

We also need (for z ≤ d) hZ(z) = − ∫ d
z h′Z(u) du, where h′Z(z) ∶=

pZ(d)
pZ(z)

FZ(z), with FZ(z) =

∫ z
−∞ pZ(u) du. Note that hZ(d) = 0, h′Z(d) = 1 and hZ(z) = qU , where qU = 𝜎2

2
pZ(d).

The precise result is as follows.
© 2017 The Authors. Statistica Neerlandica © 2017 VVS.
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Proposition 3.10. Let qU = 𝜎2

2
pZ(d) and 𝜏2

U = 𝜎2 ∫ d
−∞ h′Z(z)

2pZ(z) dz. For n → ∞,
we have weak convergence of the scaled and centered process Un defined by Un

t =
(n𝜏2

U )
−1∕2(Unt − qU nt) to a standard Brownian motion.
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