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Abstract: Recently, a method was introduced to produce ruthenium/ruthenium-oxide electrically
conductive islands through laser-induced oxidation of ruthenium thin films, followed by subsequent
removal of the un-oxidized ruthenium using a NaClO solution. In this paper, we provide additional
insight intp the patterning process by measuring the effect of Ru film thickness and substrate
material on the pattern formation. In particular, understanding the role of the substrate, which
affects the island formation mainly through the Ru film-substrate interfacial thermal conductance,
is crucial. Experimental results and numerical heat diffusion calculations are used for comparing
the island formation process when using a 2 µm exposure beam diameter and a 0.8 µm one. It is
shown that in-plane heat diffusion results in a faster decay of the surface lattice temperature of
the film after exposure to the 0.8 µm beam diameter. Although exposing the samples to a smaller
beam diameter could, in principle, enable obtaining patterns with smaller features, in-plane heat
diffusion may be the limiting factor for the smallest features achievable using this method.

© 2025 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

In recent years, novel materials have been investigated with the goal of improving the performance
of semiconductor devices [1,2]. Among these, ruthenium has raised interest due to its relatively
high nanoscale electrical conductivity resulting from the small grain sizes [3,4]. In addition, Ru
and RuO2 are suitable for applications in semiconductor manufacturing thanks to their chemical
and thermal stability [5–7], both of which are beneficial for the lifetime and the performance of
devices. Ruthenium being a relatively unknown material, it is worth pointing out a number of
interesting properties, such as the high melting point of Ru (2 583 K), and the fact that the oxide
RuO2 has a low resistivity of 35 µΩ cm [8].

Recently we described a method for patterning Ru based on laser-induced oxidation of Ru thin
films [9]. In short, exposure to femtosecond (fs) laser pulses results in a temperature increase
of the Ru film. When the temperature exceeds a certain threshold, a less than 2 nm thick layer
near the surface of the film is partially oxidized. By focusing a beam with a gaussian spatial
profile and by tuning the exposure fluence, repetition rate and exposure time, it is possible to
limit oxidation to the most central region of the beam. The un-exposed Ru is dissolved using a
NaClO solution, while the top layer of RuO2 prevents dissolution of the exposed region, such
that the Ru pattern with a thin conductive RuO2 top layer remains. Using a fs pulsed exposure
laser with a 1030 nm wavelength, focused to a spot with a 2 µm diameter this method allowed us
to obtain islands with a diameter of approximately 500 nm: four times smaller than the beam
diameter and therefore below the optical diffraction limit of the system used for illumination.

Here, we further explore our patterning method with the aim of providing additional insight
into its applicability. We explore the effect of Ru film thickness, correlating it with the exposure
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fluences necessary to produce the patterns. We calculate the absorption of Ru as a function of
the film thickness, which shows a weak dependence for thicknesses above approximately 8 nm.
We find that the threshold fluence necessary to produce Ru/RuO2 islands from 20 nm and 50 nm
thick films, scales with the film thickness. This suggests that the fluence needed for applying this
method to different film thicknesses may simply be predicted from the film thickness, as long as
the film is homogeneously heated over its thickness.

The role of the substrate material underneath the Ru is studied by comparing the island
formation process on three different substrates: glass, sapphire and silicon. We extract similar
threshold fluences for sapphire and silicon, regardless of their different thermal conductivities.
This suggests that the Ru/substrate interfacial thermal conductances (ITC) for the three substrate
materials play a crucial role in slowing down heat transport into the substrates.

Results obtained with different exposure beam diameters are compared both by measuring
the island-formation threshold fluence as a function of the number of pulses used for exposure
and by numerical simulations of heat diffusion. This shows that, after exposure to a 0.8 µm
beam diameter, in-plane heat transport results in a faster decay of the lattice surface temperature,
compared to exposure to a 2 µm diameter beam. While in principle the possibility to produce
patterns by means of a smaller exposure diameter would make it possible to obtain features with
smaller dimension, in-plane heat transport may be the limiting factor determining the minimum
achievable feature size.

2. Materials and methods

Ruthenium thin films were deposited via magnetron sputtering at an argon plasma pressure of 2
× 10−3 mbar. We extracted the deposition rate of the magnetron sputterer by depositing thick
Ru layers (> 100 nm) and measuring their thickness using a contact profilometer. We then
extracted a calibration curve consisting of Ru film thickness versus deposition time. From this,
we measured a deposition rate of 0.25 nm/s. The film thickness was then chosen by setting the
deposition time according to this rate. Glass, silicon and sapphire were used as substrates. The
substrates were chemically cleaned using a solution of ammonium hydroxide (NH4OH) with
hydrogen peroxide in water and, subsequently, rinsed in isopropanol.

A schematic of the setup used for laser exposure is shown in Fig. 1. The laser has a 1030 nm
wavelength and delivers pulses with a duration of approximately 200 fs with a 200 kHz repetition
rate. The laser was chosen because it offers a tunable repetition rate and because it has the ability
to vary the number of laser shots. In addition, the sub-picosecond-duration of the laser pulses
is shorter than the timescale at which the lattice heats up. This simplifies the interpretation of
the experimental results and the numerical calculations. A half-wave plate and a polarizing
beam splitter (PBS) are used to control the exposure fluence. We note that, throughout this
paper, we report the single-pulse fluence even when referring to exposure to multiple pulses. A
reflective spatial light modulator (SLM, Santec SLM-300) is used to control the diameter of the
beam. This is done by forming a blazed grating within a circular area on the SLM. This grating
effectively acts as an aperture, as only the light that hits the grating show a first order diffraction.
By changing this effective-aperture diameter, the diameter of the first-order diffracted beam is
varied. The diffracted beam is then directed to a microscope objective, which focuses it onto the
sample. The beam diameter at the focus of the objective can be continuously varied between 2
µm and 0.8 µm by varying the diameter of the effective aperture of the spatial light modulator.
When the aperture is fully open, the diameter of the first-order-diffracted beam is largest and it
illuminates the full entrance of the objective, resulting in the smallest focal diameter of 0.8 µm.
Decreasing the effective aperture diameter reduces the diameter of the diffracted beam, which
results in an increased focal spot diameter. The beam diameter and shape were extracted from an
image of the beam reflected from a mirror placed at the focus of the microscope objective. The
diameter was extracted by performing a gaussian fit to the image of the beam.
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Fig. 1. Schematics of the laser-exposure setup used for producing the laser-induced oxidation
with variable beam diameter before immersion in the NaClO solution [10]. PBS: polarizing
beam splittes; SLM: spatial light modulator.

After exposure, the samples were immersed in a 3-7% NaClO solution in water, which dissolves
the un-exposed Ru and leaves only the partially oxidized areas on the substrates. After this, the
samples were rinsed in demineralized water and, subsequently, in isopropanol.

The Ru/RuO2 island formation process is studied by measuring the area of the islands remaining
after the aforementioned fabrication procedure, using an optical microscope. We then plot the
area of the islands as a function of the logarithm of the exposure fluence of the beam. When this
so called Liu plot [11] is linear, it is possible to extract the (single-pulse) threshold fluence for
island formation by performing a linear fit to the data and, from this, extracting the fluence value
at which the area is zero. An alternative method, allowing to extract high-repetition-rate laser
fluence thresholds, is described in [12].

3. Results

To gain more insight into the effect of Ru layer thickness on the amount of absorbed light, we
calculated the percentages of absorbed, transmitted and reflected light as a function of the Ru film
thickness on glass. The calculations were performed by assuming light orthogonally incident
on the sample, and using the complex refractive index ñ = n + ik of Ru obtained earlier using
ellipsometry, namely ñ = 4.925+ i5.010, obtained at 1 000 nm, the longest wavelength accessible
in the ellipsometer. The ellipsometry measurements are similar to those reported in [13]. For
glass, we used a refractive index of 1.5. The results are shown in Fig. 2. The percentages of
reflected and transmitted light approach the bulk values for thicknesses above approximately 60
nm (69% and ∼0% in the figure, respectively). The amount of absorbed light (black solid line)
has a maximum of 40% for a Ru thickness of 8 nm, after which it slightly decreases to a value of
29% at a thickness of approximately 40 nm and increases again until reaching the bulk value of
33% around 80 nm. Below, we will show results of experiments performed on Ru layers having a
thickness of 20 and 50 nm. Ruthenium shows an insulator-to-metal transition from thicknesses
above approximately 10 nm [14]. For this reason, and from an application perspective, we chose
thicknesses well above this limit.

From Fig. 2 we can see that for the 20 nm thick sample, the expected percentage of absorbed
light is 34 %, whereas for the 50 nm thick layer it is about 30%. The same calculations resulting
in Fig. 2 were performed for Ru on sapphire and for Ru on silicon. The refractive index of the
substrates used in the calculations was 1.7557 for sapphire and 3.5757 + i4902 × 10−4 for silicon.
For both substrates, the calculations do not show large variations in the amount of absorbed light
for Ru film thickness above ∼10 nm.
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Fig. 2. Calculated amounts of absorbed (black, solid line), reflected (red, dashed-dotted)
and transmitted (blue, dashed) light with a wavelength of 1000 nm from Ru films on glass,
as a function of ruthenium thickness.

Table 1 summarizes the results described above, showing the calculated amounts of absorbed
light for 20 nm and 50 nm thick Ru films on glass, sapphire and silicon for a wavelength of 1 000
nm. For each of the three substrates the absolute variation of the amount of absorbed light with
film thickness is below 10% for thicknesses above approximately 10 nm.

Table 1. Calculated percentages of absorbed light for 20-nm and 50-nm thick Ru films on different
substrates

Substrate Absorption (20 nm Ru) Absorption (50 nm Ru)

Glass 34% 30%

Sapphire 32% 30%

Si (includes 5 nm native SiO2) 24% 29%

As a next step, we tested our patterning method on Ru samples on glass with a thickness of 20
nm and 50 nm, in order to characterize the dependence of the island-formation threshold fluence
on film thickness. The samples were exposed to the beam focused to a 2 µm diameter spot, 10
000 pulses and a (single-pulse) fluence varying from 0.8 mJ/cm2 to 50 mJ/cm2.

Fig. 3(a) shows the optical microscopy image of an 8×8 grid of Ru/RuO2 islands remaining
after exposure (followed by rinsing in the NaClO solution) of a 20 nm thick Ru film. Each spot
corresponds to a different exposure fluence, which increases from the top right to the bottom
right corner in a meandering fashion. The first row of islands is missing (top region, hence only
7 rows are visible), and the second row only shows islands, corresponding to the white spots,
starting from the second position from the left. The first row is absent because the exposure
fluence did not result in the formation of a thick enough oxide to prevent dissolution of the Ru in
the NaClO solution. The second line (the first visible one from the top) consists of seven bright
spots, corresponding to the Ru/RuO2 islands. As demonstrated in our previous work [9], the
islands can have diameters from 500 nm to a maximum of 2 µm. The exposure fluence for these
spots is between 7.8 mJ/cm2 and 10.25 mJ/cm2. The regions exposed to higher fluences have
an irregular shape and a hole in the center, indicating damage in the form of ablation of the Ru.
The same experiment was performed on a 50 nm thick Ru sample, for which we found that the
fluence interval corresponding to island formation is from 16.4 mJ/cm2 to 23.4 mJ/cm2.

To extract a more precise threshold fluence for island formation, we performed a Liu analysis
on the Ru/RuO2 islands shown in Fig. 3(a) (20 nm thick Ru film), and on the islands obtained
on the 50 nm thick Ru sample. The results are shown in Fig. 3(b). For this plot, and for all the
others presented in this paper, we only extracted the areas of the "smooth-looking" Ru/RuO2
islands and excluded the damaged ones. The solid lines are the linear fits to the data, from which
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Fig. 3. (a) Optical microscopy image of an 8×8 grid of exposure sites obtained from a 20
nm thick Ru film on glass. Each site was exposed to 10 000 pulses with a different fluence,
increasing from the top-right to the bottom-right corner of the image (as highlighted by the
yellow arrows). The black box highlights the region of the sample in which no Ru/RuO2
island were found, the green box highlights the islands considered for the analysis of figure
(b) and the red one the ablated spots. The boxes are labeled according to the relative exposure
fluence ranges.

the threshold fluences are extracted. The island-formation threshold fluence is 7.5 mJ/cm2 for
a 20 nm film, and 16.1 mJ/cm2 for a 50 nm film. Island formation therefore occurs at a lower
fluence for a 20 nm film, compared to a 50 nm one.

Similar results were obtained for the same film thicknesses when exposing the samples to 50
000 pulses, instead of 10 000. In that case, the extracted threshold fluences are 4.8 mJ/cm2 (for
the 20 nm thick film) and 10.8 mJ/cm2 (for the 50 nm thick film). This agrees with what we have
shown earlier [9]: exposure to a higher number of pulses results in only a moderate decrease in
the threshold fluence [9]. We note that the ratio between the threshold fluences for the 20 nm
film and for the 50 nm one (0.43 for 10 000 pulses exposure; 0.44 for 50 000 pulses exposure)
is similar to the ratio of the film thicknesses (0.4). As we show in Fig. 2, the two films absorb
similar amounts of light. After absorption, thermalisation of the electrons with the lattice occurs
on a picosecond time-scale [14]. After that, the thermal energy density in the film formed at the
island formation threshold fluence scales by the same factor as the thickness: an n-fold thickness
increase in thickness corresponds to an n-fold increase in threshold fluence. This should allow
to extrapolate the fluences necessary to obtain Ru/RuO2 patterns from Ru films with a chosen
thickness, at least as long as it can be assumed that the film is homogeneously heated throughout
its thickness. The latter is confirmed by two-temperature model calculations (see also below) for
a 50 nm thick layer, which show that after approximately 2.5 ps, the lattice temperature at the
surface is only about 20 K higher than at the back of the layer. This might, however, not be true
for much thicker films.

In the following, the effect of different substrates on the production of Ru/RuO2 patterns is
studied. We deposited 50-nm-thick Ru films on two additional different substrates: sapphire and
silicon. The laser was again focused to a 2 µm spot and the films were exposed to 25 000 pulses.
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The exposure fluence was varied between 0.6 mJ/cm2 and 40 mJ/cm2, in an experiment similar
to the one resulting in Fig. 3. For sapphire (silicon), Ru/RuO2 islands are formed for fluences
between 15 mJ/cm2 (15.6 mJ/cm2) and 29 mJ/cm2 (30 mJ/cm2). At higher fluences, damage was
observed.

The Liu plots obtained from the optical microscopy images of the samples are shown in Fig. 4.
For Ru deposited both on silicon (black dots) and sapphire (red triangles) we observe a linear
dependence of the island area on the logarithm of the exposure fluence. This allowed us to
perform a linear fit (solid lines) and extract the threshold fluences for island formation, similar to
what we did for Ru on glass shown in Fig. 3(b). The threshold fluence is 14.4 mJ/cm2 for Ru on
sapphire and 15.3 mJ/cm2 for Ru on silicon.

Fig. 4. Liu plots obtained from the areas of Ru/RuO2 islands produced from 50 nm thick
Ru deposited on silicon (black circles) and sapphire (red triangles) exposing the samples to
25 000 pulses

The thermal conductivity of sapphire is 23 W K−1 m−1 [15], while that of silicon is 142 W
K−1 m−1. Given such a large difference in the thermal conductivities of the substrates, it is a bit
surprising that the threshold fluences for island formation are not very different between sapphire
and silicon. Note that these numbers are still comparable with that found for Ru on glass for
10 000 shots (16.1 mJ/cm2) and for 50 000 shots (10.8 mJ/cm2), even though glass has a much
lower thermal conductivity of about 1.14 W K−1 m−1. A higher thermal conductivity should
result in a more efficient diffusion of heat from the metal into the substrate, therefore lowering
the Ru temperature in a shorter time. This would require higher fluences to maintain a high
enough temperature for a long enough time to form the oxide layer which prevents dissolution
in the NaClO solution. However, the threshold fluences for Ru on sapphire and on silicon, for
example, are very similar (14.4 mJ/cm2 for Ru on sapphire; 15.3 for Ru on silicon) while their
thermal conductivities are very different. The small difference with glass is even more striking,
considering that its thermal conductivity is more than an order of magnitude lower than that
of sapphire. The fairly similar fluence thresholds are probably due to the presence of a finite
heat diffusion-limiting interfacial thermal conductivity (ITC) [14]. Although the quality of
the interface was not inspected, we note that the ITC is also affected by deposition defects or
roughness at the metal-substrate interface [16], which might be the ultimate factor hindering
the heat exchange between the two materials. It is therefore possible that finite ITCs result in
similar heat transfer dynamics even if the thermal conductivities of the substrates are largely
different. According to this interpretation, the finite ITC acts as a thermally insulating layer
limited the heat-transfer. For silicon, the presence of a native oxide may also have an effect on the
heat diffusion into the substrate, having interfaces with both the Ru and the silicon, effectively
lowering the ITC between the Ru and the silicon.
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The patterning method allows us to fabricate Ru/RuO2 islands with a diameter below the
optical diffraction limit of the system used for the exposure. Indeed, we obtained islands with a
diameter of about 500 nm by focusing the 1030 nm laser to a spot with a 2 µm diameter [9]. To
study the effect of the laser spot size on the formation of these islands, we exposed the Ru to a
beam focused to 0.8 µm diameter. This was done on a 50 nm thick Ru film on glass. Again, 8×8
grids of regions exposed to different fluences were produced.

Fig. 5 is the optical microscopy image of one grid of Ru/RuO2 islands on glass obtained by
exposing the sample to 10 000 laser pulses with a 0.8 µm diameter beam. Similar to Fig. 3(a), the
exposure fluence increases from the top-right corner to the bottom-right corner in a meandering
way. The exposure fluence was varied between 2 mJ/cm2 and 124 mJ/cm2. The two topmost
rows of exposed spots are empty, showing that a not thick enough RuO2 layer formed on top of
the Ru, while the islands in the two lowest rows show evident signs of laser-induced damage.
This is also true for the five islands on the right of the third row from the bottom of the grid.
From this, the fluence resulting in island formation ranges from 35 mJ/cm2 to 75 mJ/cm2. This
result demonstrates that not only a 2 µm, but also a 0.8 µm dameter exposure spot is capable
of producing Ru/RuO2 islands. Note that because the substrate used for these experiments is
glass, SEM imaging could not be used to determine the size of the smallest islands created due to
charge accumulation on the sample.

Fig. 5. Optical microscopy image of a grid of Ru/RuO2 islands obtained with a 0.8 µm
exposure diameter. The 50 nm thick Ru film was deposited on glass and exposed to 10 000
pulses with fluence increasing in a meandering fashion. The fluence increases from the
top-right to the bottom-right corner of the grid (as highlighted by the yellow arrows). The
black box highlights the region of the sample in which no Ru/RuO2 island was found, the
green box highlights the islands considered for the analysis of Fig. 6 and the red one the
ablated spots. The boxes are labeled according to the relative exposure fluence ranges.

We repeated the experiment resulting in Fig. 5 by using 1, 1 000, 20 000, 50 000 and 200
000 pulses. Exposure to a single pulse did not result in island formation. The diameters of the
Ru/RuO2 islands on glass were extracted to obtain the Liu plots similar to those of Fig. 3(b),
which are shown in Figs. 6(a) to (e).

The corresponding Liu plots are shown in Figs. 6(a)-(e). We note that the islands have
dimensions which are close to the resolution of the optical microscope, resulting in the relatively
large error bars in the plots. In addition, the smallest increase in island diameter that we could
extract corresponds to about one image pixel. For this reason, plateaus appear in the data in
the Liu plots. However, it can be seen that the area of the islands scales approximately linearly
with the logarithm of the exposure fluence within the error bars, and taking into account the
aforementioned step-wise increase due to the microscope resolution. In addition, by comparing
Figs. 6(a) to (d), the lowest fluence that results in the formation of a Ru/RuO2 island decreases
with exposure to a higher number of pulses. An exception is Fig. 6(e), corresponding to exposure
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Fig. 6. (a)-(e) Liu plots obtained by extracting the Ru/RuO2 island areas after exposure to
the laser focused to a 0.8 µm diameter spot, for different numbers of pulses (indicated in the
figures). The samples consisted of 50-nm-thick Ru films deposited on glass. (f) A single
plot showing the curves of figures (a)-(e). The error bars are omitted to facilitate comparison
between the curves.
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to 200 000 pulses, in which the smallest island forms at an exposure fluence slightly higher than
the one corresponding to 50 000 pulses. This difference is currently not understood. Figure 6(f)
shows the curves of Figs. 6(a)-(e) in one single plot, to facilitate their comparison.

To determine the threshold fluence F0 for island formation, linear fits in the data in Figs. 6(a)-(e)
were performed (solid lines), similar to what was done in Figs. 3 and 4. In Fig. 7 we plot F0 as a
function of the number of pulses extracted from the Liu plots of Figs. 6(a)-(e). The threshold
fluence decreases steeply in a non-linear fashion from 51 mJ/cm2 at 1 000 pulses down to 25
mJ/cm2 at 50 000 pulses. A moderate increase occurs for exposure to 200 000 pulses, at which
F0 has a value of 30 mJ/cm2. This marked dependence on number of pulses is an indication that
heat and/or oxidation accumulation plays a role in the island formation. We note that we can not
rule out that the repeated heating and cooling of the layer may lead to material fatigue, which
may be (partly) responsible for the observed dependence of the threshold fluence on the number
of laser pulses. It is an interesting possibility and may be a topic for further studies.

Fig. 7. Island formation threshold fluence F0 extracted from the Liu plots of Fig. 6 as a
function of the exposure number of pulses. The samples consisted of 50-nm-thick Ru films
deposited on glass.

In the previous sections, the results obtained by exposing the samples to a beam focused to a 2
µm and to a 0.8 µm diameter were reported. For the 2 µm spot, we found a threshold of 10.8
mJ/cm2 for Ru on glass exposed to 50 000 pulses, significantly lower than for the 0.8 µm laser
spot size.

In order to inspect the morphology of the islands, we performed scanning electron microscopy
(SEM) on islands obtained from a 50 nm thick Ru film deposited on silicon and exposed to 1 000
pulses. The laser was focused to a spot with a 2 µm diameter. Figure 8(a) is the SEM image of a
region exposed to 21 mJ/cm2, which is slightly below the island-formation fluence threshold (23
mJ/cm2). The exposed region shows nearly circular, irregular "porous" film. We interpret this as
an incomplete RuO2 layer on Ru, where the RuO2 is not thick enough, or too porous, to prevent
dissolution of the underlying Ru in the NaClO solution. The film becomes more dense/uniform
towards the center of the exposure region, probably due to the higher local intensity in the center
of the gaussian beam, resulting in increased oxidation. Figure 8(b) is the SEM image of a spot
exposed to a fluence of 30 mJ/cm2, above the island-formation threshold. In this case, the island
has a regular, more smooth morphology, indicating the formation of a thick-enough oxide layer
to prevent the NaClO from dissolving the underlying Ru. Similar images did not show significant
differences in the morphology of the islands between samples exposed to pulses ranging from 1
000 to 50 000. We did not perform SEM imaging on samples exposed to 200 000 pulses. This
means that we can not exclude that a change in morphology due to exposure to such a high
number of pulses may be responsible for the increase of F0 observed for 200 000 pulses (Fig. 7).
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Fig. 8. (a) SEM image of a region of a 50 nm thick Ru sample exposed to a fluence slightly
below the island-formation threshold fluence (21 mJ/cm2). (b) SEM image of a Ru/RuO2
island obtained after exposure to a fluence (30 mJ/cm2) above the island-formation threshold
fluence. In both cases ((a) and (b)) the Ru film was deposited on silicon, exposed to 1 000
pulses and the exposure laser was focused to a spot with a diameter of 2 µm.

We now turn to the heat diffusion analysis. Heat deposited by the laser can diffuse in the
direction orthogonal to the sample surface and into the substrate, and it can diffuse radially in
the in-plane direction. To quantify the effect of heat diffusion, we performed heat diffusion
calculations for a 50 nm thick Ru film on glass in order to model the temporal and spatial
evolution of the temperature at the surface of the Ru film which, in turn, results in oxidation. In
the following, the procedure used for performing these calculations is described.

As a starting point, the percentage of absorbed light was calculated in the same way as for Fig. 2.
In metals, the energy deposited by laser illumination is absorbed by the electron gas. The electron
gas thermalizes on a timescale of a few hundreds femtoseconds [17]. Subsequently, within a few
picoseconds, the electron gas transfers energy to the lattice via electron-phonon coupling. The
energy exchange between the electron gas and the lattice is described by the two-temperature
model (TTM) [18]. This model consists of two coupled differential equations describing the
spatio-temporal evolution of the temperature of the electron gas and of the lattice, respectively.
The TTM was used to obtain the spatial temperature profile of the lattice once it approximately
reaches thermal equilibrium with the electron gas, which occurs after approximately 2 ps after
the light absorption. The temperature distribution of the lattice at this moment is used as the
starting condition for the single-temperature heat diffusion calculation described below. The
latter calculations focus only on the lattice temperature.

In order to model heat transport, we assume rotational symmetry, assuming no azimuthal-angle
dependence. The heat diffusion equation thus obtained is:

∂u
∂t
=

k
ρc

[︃
∂2u
∂r2 +

1
r
∂u
∂r

]︃
+

1
ρc
∂k
∂z
∂u
∂z
+

k
ρc
∂2u
∂z2 (1)

where u is the temperature, r is the radial coordinate, z is the depth within the sample, k is
the thermal conductivity, ρ the material density and c the specific heat capacity. In-plane heat
diffusion is described by the terms between the square brackets. The z-dependence of the thermal
conductivity (k = k(z)) is included to model a system consisting of different layers. Its derivative
is nonzero only at the interface between two materials which, in the case described here, is the
interface between the Ru film and the substrate. Equation (1) was numerically solved using a
forward-difference method. At the interface between the Ru and the substrate, jump matching
conditions, as described in [19], were used. Our numerical calculations are limited to single
pulse excitation only. Nevertheless, as we will show, this still gives significant insights into the
heat diffusion dynamics occurring in our samples.
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The temperature at the surface (z = 0) of a 50 nm Ru film on glass was calculated using the
method described above, after exposure to a single laser pulse with a gaussian spatial cross
section. In the calculations for Ru we used ρ = 12.45 × 103kg m−3, c = 238 J kg−1 K−1 and
k = 120 W K−1 m−1 [20]. For borosilicate glass we used k = 1.14 W K−1m−1, ρ = 2.23×103

kg m−3, and c = 820 J kg−1 K−1. The value of the ITC between Ru and glass is unfortunately
unknown. A value of 3.5 ×108 W K−1 m−2 was measured in [14] for Ru on sapphire. Since we
do not know this value for Ru on glass and, furthermore, because it can change based on the Ru
deposition method, we varied its value between 108 and 1010 W m−2 K−1. The calculations were
performed for exposure diameters of 2 µm and of 0.8 µm. An exposure fluence of 1 nJ was used
for the 2 µm diameter beam and 0.16 nJ for the 0.8 µm diameter one. Although heat transport
can be affected by differences in the ITC, we found that the general conclusions that we can draw
by comparing the results for the two exposure diameters, do not strongly depend on this value.

Fig. 9 shows the temporal evolution of the temperature at the center of a spot exposed to a
2 µm beam diameter (red curve) and to a 0.8 µm beam (black curve). An ITC value of 109 W
m−2 K−1 was used in this calculation. From the initial temperature of approximately 935 K, a
steep temperature decrease occurs up to approximately 20 ps for both curves, although the decay
of the black (dashed) curve begins to deviate from the red (solid) one already around 20 ps. This
initial steep decay is associated, in both cases, with the equilibration of the lattice temperature
within the Ru layer, as confirmed by comparing these heat transport calculations with TTM
calculations in Ru for the first 20 ps. In this time interval, the curves overlap because there has
not been enough time yet for radial heat diffusion and heat diffusion into the substrate.

Fig. 9. Calculated temporal evolution of the surface temperature at the center of the
illuminated spot on a 50 nm thick Ru film on glass for a 2 µm (red) and a 0.8 µm (black
dashed) beam diameter.

The faster decay of the surface temperature observed at times >20 ps for the 0.8 µm diameter
exposure with respect to that of the 2 µm exposure is due to the fact that, for a smaller focal
diameter, the spatial temperature distribution has a steeper gradient in the radial direction. For
Ru, for spot sizes smaller than about 1 µm diameter, loss of heat in the center of the spot due to
radial heat diffusion overtakes loss of heat by diffusion into the substrate. This results in a more
rapid in-plane heat transport and, therefore, more rapid temperature decrease. or the calculations
described above we did not consider the temperature decrease occurring via emission of thermal
radiation. We estimated that the amount of energy lost via this process on a scale of 5 µs, the
time interval between subsequent pulses, is negligible compared to the one lost via heat diffusion.
Details on the calculations can be found in the Supplement 1.

https://doi.org/10.6084/m9.figshare.28770809
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4. Discussion

The partial oxidation of the Ru film, which prevents dissolution of the exposed regions in the
NaClO solution, occurs as a consequence of a laser-induced temperature increase of the metal. A
thick enough oxide is formed once a high enough temperature is reached and maintained for a
long enough time. Testing the Ru/RuO2 formation method on Ru films with different thicknesses
and on films deposited on different substrates provides insight into the role of heat diffusion
orthogonal to the sample surface. In particular, the results presented in Figs. 3 indicate that
the threshold fluence necessary for the formation of a thick enough RuO2 layer (F0) depends
directly on the initial Ru thickness. This result, combined with the fact that the calculated optical
properties of Ru showed a moderate dependence on the film thickness between ∼ 8 nm and 100
nm (Fig. 2), strongly suggests that the threshold fluence for Ru/RuO2 island formation in these
samples solely depends on the energy density in the film after exposure. This conclusion holds
as long as the Ru film is homogeneously heated over its thickness. For much thicker films this
consideration probably does not hold. However, within the limit of homogeneously heated films,
once F0 has been determined for the exposure conditions used, such as the number of pulses or
the beam diameter, it is possible to estimate a priori the value of F0 for a different film thickness.

The observation of similar island-formation threshold fluences obtained for Ru deposited on
substrates with a relatively large difference in thermal conductivities (sapphire, silicon and glass)
can be explained in terms of the interfacial thermal conductance between the metal and the
substrate. For a homogeneously heated Ru film the lattice temperature decreases as a consequence
of in-plane heat transport and diffusion into the substrate. Ideally, if the ITC between the metal
and the substrate was infinite, heat diffusion from the Ru into the substrate would be purely
determined by the thermal conductivity and the heat capacity of the substrate, as well as the
total thermal energy contained in the Ru, and so would the threshold fluence F0. However, finite
values of ITC limit the heat diffusion from the metal into the substrate. It is therefore possible
that differences in the thermal conductivities of the substrates are compensated by differences
in the ITC, resulting in similar threshold fluences. This hypothesis should be confirmed by
measurements of the ITC, which unfortunately are non-trivial to do and which were not performed
at this stage.

We note that, between 300 K and 1000 K, thermal conductivities for both silicon and sapphire
decrease by about a factor five [21,22]. This temperature dependence of the thermal conductivity
is not included in the calculations. However, even if we were to include this, it would not
explain the comparable oxidation fluence thresholds observed in all three materials. For lack of a
better explanation, we therefore think that a finite interfacial thermal conductance (ITC) is the
most likely explanation. Such an interface thermal conductance may also be influenced by the
morphology of the Ru/substrate interface, about which we currently have no information.

The role of in-plane heat diffusion is understood as follows. Figure 7 shows a steep non-linear
decrease of F0 obtained after exposure to an increasing number of pulses using a 0.8 µm
beam diameter. This result differs from our previous observation of a moderate linear decrease
obtained when using a 2 µm exposure diameter [9]. The calculated temporal evolution of the Ru
lattice-temperature at the surface of the film shows a faster temperature decay after exposure to
the 0.8 µm beam starting from approximately 20 ps after exposure. This is due to the fact that
the smaller exposure spot corresponds to a steeper radial temperature gradient. This increases
the rate of in-plane heat diffusion and results in a faster temperature decay. For this reason, the
decrease of the surface temperature at the center of the exposed region during the 5 µs occurring
between the arrival of each laser pulse (since the repetition rate of the laser is 200 kHz) is
significantly larger for exposure to the 0.8 µm beam than for the 2 µm one. The key difference
here is that, after exposure to a 2 µm spot, a high enough temperature necessary for oxidation is
maintained for a long enough time, allowing oxidation of a small fraction of the film. For the 0.8
µm beam and the same number of laser exposure pulses, on the other hand, the thermal decay is
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faster. Therefore, a higher initial temperature needs to be reached and thus a higher fluence has
to be used so that the surface lattice temperature is maintained above the oxidation threshold
temperature for a long enough time after exposure. The latter conclusion is also supported by the
fact that, overall, the threshold fluences extracted for exposure to the 0.8 µm exposure diameter
are higher than those extracted for the 2 µm exposure.

A potentially limiting factor for the spatial resolution of our patterning process might be
oxygen diffusion. However, as we mentioned above and in our previous publication [9], the oxide
layer is approximately 2 nm thick. This suggests a slow diffusion of oxygen along the direction
orthogonal to the sample surface, resulting in the formation of a thin oxide layer. If we assume
that the in-plane oxygen diffusion occurs on a similar length scale, a negligible effect on spatial
resolution and processing time is expected. In addition, the fact that we could obtain islands
with a diameter four times smaller than the laser exposure diameter rules out a significantly large
effects. Details about oxygen diffusion in Ru oxidation can be found elsewhere [23].

5. Conclusion

We have studied the formation of Ru/RuO2 islands on various substrates, formed by partial
oxidation of the Ru by multiple focused laser pulses, followed by removal of the unoxidized
Ru in a NaClO solution. From measurements on 20- and 50-nm-thick Ru layers on glass, and
from the calculated amount of absorbed light, we conclude that the fluence threshold for island
formation can be estimated a priori for different layer thicknesses. Subsequently, the role of
the substrate material was tested leading to the conclusion that the main parameter determining
the island-formation threshold fluence for different substrate materials is the interfacial thermal
conductance between the Ru and the substrate, rather than the thermal conductivity of the
substrate alone.

When using a sub-micron exposure beam diameter we also show that in-plane heat diffusion
likely affects the island-formation process. Although a small exposure diameter may make it
possible to produce patterns with increasingly small dimensions, we show that the role of in-plane
heat diffusion must be taken into account as it may limit the effective spatial resolution achievable
by this patterning method.
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