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Preface

The Thilisi Symposium on Logic, Language and Computation is an interna-
tional biennial conference series organized jointly by the Center for Language,
Logic and Speech (CLLS) of Thilisi State University, the Georgian Academy
of Sciences, and the Institute for Logic, Language, and Computation (ILLC) of
the University of Amsterdam. The conference series is centered around the in-
teraction between logic, language, and computation. The symposia are open to
contributions from any of these three fields, and they aim at fostering interaction
among them. The ninth edition of the symposium was held in Kutaisi, Georgia,
September 26-30, 2011. This volume contains a selection of papers presented at
the meeting.

The Thilisi symposia are renowned not only for their high scientific standards,
but also for their unforgettable social atmospheres. The ninth edition continued
this tradition. It was held in Georgia’s second largest city Kutaisi, the capital
of the beautiful Imereti region. The scientific program consisted of tutorials,
invited and contributed talks, and special sessions in the three major areas of
the conference—logic, language, and computation.

The symposium offered three tutorials. One on language, by Daniel Hole
(Humboldt University, Berlin), one on logic, by Vincenzo Marra (Universita degli
Studi di Milano), and one on computation, by Ulle Endriss (ILLC, Amsterdam).
The tutorials were aimed at local students attending the conference as well as
researchers from the remaining areas.

There were seven invited talks delivered at the symposium. One on language,
by Peter beim Graben (Humboldt University, Berlin), three on logic, by Alexan-
dru Baltag (ILLC, Amsterdam), Agi Kurucz (King’s College London), and Sonja
Smets (ILLC, Amsterdam), and three on computation, by Nikolaj Bjgrner (Mi-
crosoft Research, Redmond), Christof Monz (Informatics Institute, Amsterdam),
and Prakash Panangaden (McGill University, Montreal).

In addition, the symposium hosted two special sessions, one on frames,
organized by Sebastian Lobner (Diisseldorf University), and one on logic, in-
formation, and agency, organized by Alexandru Baltag and Sonja Smets. The
special sessions had their own invited speakers and contributed talks. Each ses-
sion had three invited speakers. The one on frames had Nicola Guarino (National
Research Council, Trento), Frank Richter (Tiibingen University), and Manfred
Sailer (Frankfurt University); and the one on logic, information, and agency had
Dietmar Berwanger (CNRS, Cachan), Jan van Eijck (ILLC, Amsterdam), and
Alessandra Palmigiano (ILLC, Amsterdam).

This proceedings volume contains the summaries of the tutorials, the con-
tributed papers on language, and the contributed papers on logic and computa-
tion. Here we will provide a brief overview of the contributed papers.
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The first group of papers consists of contributions on language. Rusudan
Asatiani provides an analysis of passive constructions in Georgian. Asatiani ar-
gues that passive in Georgian can best be described in light of features derived
from cognitive semantics rather than syntax. A broad array of data are consid-
ered, and the proposal is supported by production experiments conducted with
Georgian informants.

Anton Benz and Fabienne Salfner investigate the dependencies that hold
in discourse between implicatures and questions under discussion. In particular,
they argue that not only do relevance implicatures depend on the question under
discussion, but also scalar implicatures, which were previously thought to be
derivable from logical forms alone.

The contribution by Ivano Ciardelli, Jeroen Groenendijk, and Floris Roelof-
sen addresses an extension of the framework of inquisitive semantics. Inquisitive
semantics pursues the goal of making the notion of information exchange logi-
cally precise by adding the notion of compliance to capture the pertinence of a
response in discourse. Their shift from inquisitive semantics to inquisitive wit-
ness semantics is designed to overcome shortcomings of previous formulations of
compliance.

In their paper, Thomas Gamerschlag, Wiebke Petersen, and Liane Strobel
investigate three essential German posture verbs on the basis of frame represen-
tations. They demonstrate that their relationship to important cognitive mod-
ules makes them very suitable for taking frame semantic notions as the basis for
careful decompositional analyses that can be argued to be cognitively plausible.

Bjorn Jespersen and Giuseppe Primiero observe that modal modifiers like
alleged are standardly characterized in terms of failing inferences in comparison
to other modifiers. They suggest two positive definitions, the first phrased in
terms of Tichy’s transparent intensional logic, and the second in terms of an
extension of Martin-Lo6f’s constructive type theory. The authors investigate some
prominent consequences of their definitions.

Ralf Naumann’s paper presents an extension of the theory of frames. Starting
with a static theory of frames defined as Kripke models, Naumann suggests using
operations on such models in order to capture their temporal development and
refinements, and he shows how the resulting system can be applied in the analysis
of the so-called dative alternation in English.

Umut Ozge sets out to shed light on an open question of the semantic analysis
of indefinites. In the framework of discourse representation theory, he investigates
the semantics of Acc-indefinites in Turkish to determine their presuppositional
behavior, thereby addressing the question of how the concepts of D-linking and
existential import are related, both of which have been evoked in this context.

The second group of papers consists of contributions on logic and com-
putation. Patrick Allo introduces a theory of defeasible inference, i.e., a non-
monotonic reasoning by default that may be informally described as “tentative
defeasible inference.” This is motivated by an analysis of the classic logical omni-
science problem in the context of default reasoning. Allo’s proposal is formalized
within the framework of adaptive logics.
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The paper by Samuel Bucheli, Roman Kuznets, and Thomas Studer deals
with justification logics, modal-like systems that explicitly include justifications
for the agents’ knowledge. Bucheli et al. introduce model-theoretic tools, such as
filtrations and generated submodels, for the investigation of these logics. They
thereby obtain uniform proofs of known decidability results, along with some
new results as well.

Francien Dechesne and Mohammad R. Mousavi offer a new semantics for the
formalism of process algebras. The latter were introduced as a means to specify
the behavioral aspects of protocols in computer science. The semantics advanced
by the authors is given in terms of interpreted systems, which have been used as
models of multi-agent communication. The authors’ paper thus provides a link
between these two worlds.

Johannes Ebbing, Peter Lohmann, and Fan Yang investigate the computa-
tional complexity of the model-checking problem for an extension of Vadnanen’s
modal dependence logic, obtained by adding to it the Boolean disjunction and
the intuitionistic implication. The authors obtain results on several fragments of
this logic—they show, for instance, that the model-checking problem for the full
system is PSPACE-complete.

Tadeusz Litak, Dirk Pattinson, and Katsuhiko Sano provide a sequent calcu-
lus for the recently introduced coalgebraic predicate logic (CPL)—a formalism
that has a wide range of applications, including probabilistic logic, coalition logic,
and the logic of neighborhood frames. Among other things, they show that CPL
is equipollent to the coalgebraic hybrid logic with the downarrow binder and
universal modality.

Monica Dinculescu, Christopher Hundt, Prakash Panangaden, Joelle Pineau,
and Doina Precup consider the problem of representing and reasoning about
transition systems with hidden state. They show how to obtain a dual system by
interchanging the notions of state and observation. For deterministic systems, the
double dual gives a minimal representation of the behavior of the system. This
is then extended to probabilistic transition systems and to partially observable
Markov decision processes.

We would like to thank the contributing authors and reviewers alike, without
whose hard work this volume would not have been possible. We are also very
grateful to Matthias Baaz, Johan van Benthem, Ulle Endriss, Sebastian Lobner,
and Peter van Ormondt for obtaining funding to support the conference.

We would like to conclude by remembering Dito Pataraia (1963-2011). Dito
was an outstanding representative of the Georgian mathematical community. He
was an indispensable source of inspiration, and shared generously his uniquely
original insights on several important topics in category theory, mathematical
logic, homological algebra, and algebraic topology. He had an amazing ability
to effortlessly present complex and deep mathematical insights with incredible
simplicity and clarity. He is best known for two important contributions: He
found a constructive proof of the fixed point theorem for dcpo’s, and had a
major breakthrough in showing that each Heyting algebra occurs as the poset
of all subobjects of some object in an elementary topos. He also contributed to
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the study of Hopf algebras, Hopf-algebraic knot theory, the fundamental group
of a topos, and compact Hausdorff Boolean algebras.

Among his colleagues, Dito will be remembered for his extremely original
ideas, unexpected intriguing constructions, and ingenious proofs; and among his
friends, for his extraordinary kindness, unfailing humor and sharp, but open
and unassuming mind. Unfortunately, TbiLLC 2011 turned out to be the last
conference attended by Dito. We would like to dedicate these proceedings to
Dito’s memory.

December 2012 Guram Bezhanishvili
Sebastian Lobner

Vincenzo Marra,

Frank Richter
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Computational Social Choice
(with a Special Emphasis on the Use of Logic)

Ulle Endriss

Institute for Logic, Language and Computation (ILLC)
University of Amsterdam

Abstract. This is a summary of a tutorial on computational social
choice, delivered at the 9th Tbilisi Symposium on Language, Logic and
Computation in Kutaisi, Georgia, in September 2011. The tutorial specif-
ically focussed on the use of logic in the field.

1 Introduction

Social choice theory deals with questions regarding the design and analysis of
methods for collective decision making [I]. In recent years there has been a grow-
ing interest in the computational aspects of collective decision making, giving
rise to the field of computational social choice [5l4]. This tutorial provided an
introduction to this field, highlighting in particular the role of logic. The first
lecture was devoted to an exposition of the axiomatic method in social choice
theory; the second lecture was about social choice in combinatorial domains; and
the third lecture was an introduction to judgment aggregation.

Below we briefly introduce each of these three topics and provide references
for further reading. Full details are available elsewhere [7].

2 The Axiomatic Method in Social Choice Theory

Much of the classical work in social choice theory is concerned with the formal-
isation of normative intuitions about the proper way of aggregating preferences
by stating so-called azioms and with the investigation of the consequences of
those axioms. The best-known example is Arrow’s Theorem [2].

In Arrow’s model, n individuals each express a preference over a set of al-
ternatives X (where a preference is a linear order > over X). To aggregate this
into a collective preference order that accurately reflects the views of the group,
we are looking for a function F' from n-tuples of linear orders on X’ to a single
linear order on X. Arrow argued that F' should satisfy the following axioms:

— The Pareto condition: in case every individual agrees that x > y, then also
the collective preference order should stipulate x > y.

— Independence of irrelevant alternatives: whether x > y holds for the collec-
tive preference should only depend on the relative ranking of z and y in the
individual orders (and not on, say, how many individuals agree with = > z).

G. Bezhanishvili et al.(Eds.): ThiLLC 2011, LNCS 7758, pp. 1-B] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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— Absence of dictators: it should not be the case that there exists one fixed
individual such that the collective preference order is always identical to that
individual’s preference order, independently of what the others say.

Arrow’s deeply surprising and thought-provoking theorem states that it is im-
possible to simultaneously satisfy these requirements—at least in case there are
more than just two alternatives to rank [2]. A number of different proofs of Ar-
row’s Theorem are known. What might be of particular interest to logicians is
that some proofs make use of concepts from the theory of ultrafilters, and also
that there have been several attempts to automate the process of proving this
and similar results. One proof technique that is particularly helpful in under-
standing the issues raised by Arrow’s result is based on the notion of a decisive
coalition—it amounts to investigating the structure of the family of coalitions
(sets of individuals) who together can determine the relative ranking of two given
alternatives, independently of the preferences of the other individuals [7].

3 Social Choice in Combinatorial Domains

For many applications the set of alternatives the individuals are asked to express
preferences over will have a combinatorial structure. For instance, if we are asked
to elect a committee of size k by choosing from a field of n candidates, then there
are (:) possible committees; and in a referendum in which voters are asked to
accept or reject n different propositions there are 2™ possible outcomes.
Because of this combinatorial explosion, we need to carefully choose the lan-
guage used to represent the preferences of individuals. This is why work on social
choice in combinatorial domains often borrows ideas from knowledge representa-
tion and reasoning [6]. In particular, several logic-based languages for preference

modelling are used in the field [11]. Three approaches are particularly promising:

— Distance-based voting: The basic idea is to ask each individual for her most
preferred combination and then make a collective choice that minimises the
aggregated distance to the combinations—for a suitable notion of distance
and, in some cases, restricting attention to a particular set of admissible out-
comes. Examples include the minimaz rule [3] and the average-voter rule [g].

— Sequential voting: Here the idea is to vote on each issue in turn, rather than
to vote on all of them at the same time, which reduces the complexity of the
problem as well as the potential for paradoxical outcomes [TOJT2].

— Combinatorial vote: The central idea in this approach is that individuals
encode their preferences using a compact preference representation language
and transmit an expression in the language of choice rather than an explicit
preference order [I1]. The main challenge is to develop efficient algorithms
that are able to aggregate the compactly represented preferences.

4 Judgment Aggregation

Preferences are not the only structures we may wish to aggregate. Judgment
aggregation studies the aggregation of judgments on mutually dependent propo-
sitions [13[9]. These dependencies are often modelled using propositional logic.
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For instance, suppose Alice judges both p and g to be true, Bob judges p to
be true and ¢ to be false, and Carlo judges p to be false and g to be true. How
should we aggregate this information? Going with the obvious choice of majority
voting is problematic: there is a majority for p as well as a majority for ¢, but
at the same time there is a majority against p A q.

List and Pettit [13] were the first to treat this problem formally. They showed
that it is in fact impossible to devise a method of aggregation that would treat all
individuals as well as all propositions symmetrically (anonymity and neutrality),
for which the collective judgment on a proposition solely depends on the indi-
vidual judgments on that same proposition (independence), and for which the
outcome is always a consistent set of formaulas including, for every formula ¢
under consideration, either ¢ or —p. Subsequent work has investigated topics
such as the connections to preference aggregation and Arrow’s Theorem, ways
of circumventing the impossibility, precise conditions on the set of formulas to
be judged for impossibilities to arise, specific aggregation rules, and the compu-
tational complexity of working in the framework of judgment aggregation [9].
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Binding — Data, Theory, Typology

Daniel Hole

Humboldt University, Berlin, Germany
holedan@googlemail.com

Abstract. The tutorial gave an overview of the treatment of variable binding in
natural language semantics. A set of data was singled out, two families of ap-
proaches to deal with reflexivity were presented which yield a comparable data
coverage, and the cross-linguistic variation of reflexivization strategies was re-
viewed. The modelling options map neatly onto the variation found in natural
language.

Keywords: variable binding, reflexivity, pronoun, semantics, typology.

1 Introduction

The tutorial gave a three-fold overview of aspects pertaining to the issue of variable
binding in natural language. In a first step, a set of phenomena was singled out, phe-
nomena which constitute the core data in the domain under scrutiny. Each binding
theory must be able to account for this set of data. Section 2 of the present article
reviews some of these data patterns. In a second step, two families of analyses used to
model reflexivity were introduced (section 3 of the present article). Reflexivity was
used as a domain of illustration, because this phenomenon constitutes a widely dis-
cussed paradigm case within the larger domain of variable binding phenomena in
natural language. The first kind of analysis centers around the reflexivization of verbs.
The second kind of analysis leads to the reflexivization of larger constituents; it re-
quires powerful composition tools that go well beyond functional application. The
cross-linguistic overview of the third part of the tutorial aimed at showing that, in all
likelihood, both families of theories are justified if a close form-function match is
aimed at (section 4 of the present article).

2 Data and Descriptive Generalizations

2.1  Three Uses of Pronouns

(1) lists examples of different pronoun uses that occur side by side in many languages.
Some of them have a long tradition of being analyzed as natural language counter-
parts of bound variables (Ross 1967).

G. Bezhanishvili et al.(Eds.): TbiLLC 2011, LNCS 7758, pp. 4-I[1] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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(1) a. anaphoric
A boy came in. He wore a red hat.
b. deictic

Look, the two over there!
[pointing:] She;’s my boss, and she;’s my colleague.

c. bound
1. Pauli/Everybody; likes himself..
ii. Mary/[None of the girls]; thinks she;’s a genius.

It depends on the individual grammar framework whether the pronouns in (la/b) are
analyzed as bound variables. The pronouns in (1c) will be analyzed as bound va-
riables in the great majority of frameworks. What sets them apart from the examples
in (la/b) is that they have an overt antecedent in the same sentence. With a formal
understanding of variable binding in mind, it is maybe not immediately clear why
proper name antecedents as in (1c) should count as variable binders. It will not be
possible to elucidate in this short survey how proper names can be expressions refer-
ring to individuals, and still be variable binders in a formal sense at the same time.
Suffice it to say here that the most influential proposal in this domain manages to
reconcile these two things (Heim and Kratzer 1998). With the quantified subject va-
riants in (1c) (everybody, none of the girls), a variable binding analysis offers itself
straightforwardly.

Another issue to comment on in connection with (1cii) is the fact that she (with an-
tecedent Mary) has the form of a pronoun which may occur without sentence-internal
antecedents. This may nourish suspicion about its bound status in (1cii); could one not
say instead that she may refer to any salient discourse antecedent, and this antecedent
just happens to be the same referent as who Mary refers to? Put differently, does one
have to postulate a difference between he in (la) and she in (lcii)? The following
subsection will introduce the diagnostics to establish the fact that there is a difference.

2.2 Strict and Sloppy Identity: Some Classic Contrasts

The sentence in (2) has at least three different readings. Names for these readings are
introduced in (i)-(iii) (Ross 1967).

2) Paul likes his teacher, and Peter does |like-his-teacher]g psis, 100.

1. ‘Paul likes Paul’s teacher, and Peter likes Peter’s teacher.
sloppy identity (bound use of of Ais)
ii. ‘Paul likes Paul’s teacher, and Peter likes Paul’s teacher.’
strict identity (anaphoric use of his; it co-refers with Paul)
(iii. ‘Paul; likes c;’s teacher, and Petery likes c;’s teacher.’

‘third reading’ (anaphoric use of his not co-referent with the
subject; really a special case of the more general case to which (ii)
belongs; Biiring 2005)
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The elliptical possessor in the second conjunct may either co-vary with the local ante-
cedent (binding/sloppy identity), or be fixed to a single referent (the subject referent
as with strict identity, or some discourse-given referent as with the ‘third reading’).
Sloppy identity phenomena invite analyses in terms of variable binding. Note in pass-
ing that, if the second conjunct is disregarded, strict and sloppy identity construals
make no difference in the first conjunct. Which analysis should, then, be chosen for
such sentences without second conjuncts? Biiring (2005: 121) argues that natural
languages generalize the binding construal.

There are classes of pronouns which force binding construals. Reflexive pronouns
like English x-self are like this. This is illustrated in (3).

3) Mary pinched herself, and Paula did, too.
i ‘Mary pinched Mary, and Paula pinched Paula.” (sloppy identity)
*1i. ‘Mary pinched Mary, and Paula pinched Mary.’ (*strict identity)
*il. ‘Mary pinched Sue, and Paula pinched Sue.” (*3rd)

Apart from the lexical class of the pronoun at hand, there are certain syntactic restric-
tions which have to be fulfilled for a pronoun to receive a bound reading as in (2i) or
(3) (command relations such as c-command or o-command, depending on the gram-
mar framework chosen; Biiring 2005). For lack of space, we will not go into the syn-
tax of variable binding.

The next section will briefly sketch two ways of arriving at bound-variable construals
in a compositional semantics, implemented for the empirical domain of reflexivity.

3 Bound Variables and Reflexivity in a Compositional
Semantics

3.1 Verb-Centered Reflexivization

A reflexive clause with a referring expression as its subject as in (3) is characterized
by the fact that the subject referent and a second participant of the event described by
the verb are identical. Importantly, the identical reference of the two arguments is of
the kind which produces sloppy-identity effects in diagnostic contexts such as (3).
The reference of the clausal subject is biconditionally linked to a second event partic-
ipant. In a compositional semantics, it is a natural move to implement this bicondi-
tional link at the level of verb meanings, because verb meanings allow simultaneous
access to the argument positions of the subject and the object (this only holds cum
grano salis; in an agent-severed event semantics as propagated by Kratzer (1996),
verb meanings have no direct access to the agent argument position). The first of the
two major modelling options for reflexivity centers around this property of verbs
(Keenan 1987, Jacobson 1999).
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(4a) gives a simplified lexical entry of the verb pinch, represented as a lambda-
term.” (4b) is its reflexivized counterpart.

4 a. AXc . AYe . ¥ pinches x
‘the (smallest) function which maps every X, x an individual of se-
mantic type e, to the smallest function which maps every y, y an
individual of semantic type e, to 1 if y pinches x, and to 0 otherwise’
[a function from individuals to [a function from individuals to truth-
values] ]

b. AX. . X pinches x

‘the (smallest) function which maps every x, x an individual of se-
mantic type e, to 1 if x pinches x, and to 0 otherwise’
[a function from individuals to truth-values]

(5a) represents a function which takes transitive verb meanings as in (4a) as input and
yields reflexivized verb meanings as in (4b) as output. (5b) applies this function to the
denotation of pinch. This is one way to arrive at reflexivized verb meanings.

(5) a. }Lf@(e,t» . }\/Xe . f(X)(X)=1
‘a function which reflexivizes transitive verbs’
b. Mieieny - Axe - f(X)(X)=1[AX, . Ay, . y pinches x]

= AX, . X pinches x

If a denotation as in the last line of (5b) is available as the term with which the subject
argument combines by Functional Application, then sloppy identity readings may be
derived; the object denotation will co-vary with whatever is the (local) subject.” We
will return to the merits and deficits of this general account of reflexivization in sec-
tion 4. In the following subsection we will turn to the second family of reflexivization
theories.

3.2 Pronoun-and-VP-Centered Reflexivization

The second way of modelling reflexivity does not take the verb as its starting point,
but the pronoun in object position, in conjunction with a mechanism which operates

Transitive verbs like pinch are represented as schonfinkeled, or curried, functions by many
semanticists (cf. Heim and Kratzer 1998: 29-31). This means that a transitive predicate is
not modelled as a function which takes a pair as its argument. Instead, transitive verbs take a
single individual argument and yield another function as output. This second function then
yields a truth-value as output (or whatever intermediate level the semantics assumes at the
level where the highest argument has been filled in for the first time). With such a nested
functional structure, denotations become available for each node in a syntactic tree with bi-
nary branching.

It is usually assumed that ellipsis as in the diagnostic contexts of (2) and (3) requires exact
identity of structure and interpretation between the elided and the non-elided counterparts. If
this is assumed, then (5b) is a denotation of the right kind.
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across a distance. With a cross-linguistically common type of reflexive pronoun, a
clause will only be grammatical if the reflexive pronoun co-refers with the subject of
the clause. If one insists on implementing the idea that it is not the verb which estab-
lishes the ‘identity link’ between subject and object, but the object pronoun, then
some other mechanism must kick in to yield the desired result. The mechanism which
delivers this result in current semantic binding theories which do not rely on reflex-
ivized verbs is predicate abstraction, or variants thereof (Heim and Kratzer 1998,
Biiring 2005, Hole 2008). Due to limitations of space we will not be able to delve into
the details of any specific semantic binding theory. I will present a highly simplified
narrative of what object-and-VP-centered implementations of reflexivization amount
to. The interested reader is referred to the literature for further details.

The narrative goes like this. (i) Pronouns come with a birthmark, or index, that al-
lows one to identify their referent in a given context. The birthmark is visible in the
syntactic structure, and it gets interpreted as the individual which has it. As such,
pronouns refer in a way that is not very different from proper names (if a Rigid De-
signator account of proper names is adopted; Kripke 1972), except that pronouns get
recycled again and again (whereas there are as many fictitiously different names Paul
as there are individuals called Paul). A proper name refers to exactly one indivdual, or
group of individuals. A pronoun refers to exactly one individual, or group of individ-
uals, per context. (ii) Some mechanisms introduce bare birthmarks, birthmarks that
are not interpreted as individuals. If, in the larger linguistic structure, the pronoun
birthmark and the second birthmark happen to be the same, and if the command rela-
tions alluded to at the end of 2.2 are fulfilled between this second occurrence of the
birthmark and the first one, then a predicate is abstracted over the whole constituent
minus the second, commanding, birthmark. (iii) Pronoun classes differ in their ability
to undergo predicate abstraction. Some must undergo it (reflexive pronouns), some
may (English possessive pronouns), some may not (English ordinary personal pro-
nouns in object position with the binder-to-be in the local subject position). (6) illu-
strates major components of this narrative (@ symbolizes the birthmark (index)).

(6) [Paul [© [pinched himselfo] 1]
‘Paul’ no linguistic ‘AXe . Aye . y pinched x>  whoever © stands for
meaning in a given context, say,
R . Ed (sic!) o

—~

‘Ay. . y pinched whoever © stands for’

B — _
—

“ AY. . y pinched y .

—
true iff Paul pinched Paul

The difficult step, the one which cannot be achieved by functional application, is the
one from A to B. The birthmark argument must be ‘re-extracted’, and the resulting
argument slot must be identified with the subject argument slot. At this point the
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different proposals mentioned above all use slightly different tools. None of them
makes do without some costly or inelegant mechanism. The last lambda-term in (6) is
again of the right type to derive sloppy-identity/bound-variable construals.

In the last section I will discuss the empirical justification for assuming both types
of reflexivization theories side by side.

4 A Typology of Reflexivization Strategies in Natural Language

The verb-centered implementation of reflexivization is simple, but it leaves no room
for reflexive pronouns. Speakers have the intuition that a pronoun like himself in Eng-
lish refers, and this is not predicted by verb-centered theories. So we do need a pro-
noun-centered construal of reflexivity. In some other languages, no pronouns are re-
quired to construct a reflexive clause. An affix on the verb, or some other morpholog-
ical mechanism, reflexivizes the predicate instead. This is precisely what one expects
if one endorses a verb-centered approach to reflexivization. Examples from languages
with clear verbal reflexivization strategies are provided in (7) (taken from Gast et al.
2007).

@) a. Shona (Niger-Congo; Volta-Congo)

d-kd-zvi-rwddzisd
NOUNCLASS 1.3SG-PAST-REFLEXIVE-suffer. CAUSATIVE
‘He hurt himself.’

b. Abkhaz (North(west)-Caucasian; Abkhaz-Abasin)
sara s- [§é-s-§-we-yt’
ich POSSESSIVE. 1.SG-REFLEXIVE-1.SG-kill-DYNAMIC-FINITE
‘T kill myself.’

c. Classical Nahuatl (Uto-Aztecan; Aztecan)
mo-tla’so 2tla
REFLEXIV.3-lieb
‘He/She loves him-/herself.’/‘They love themselves.’

Upon closer inspection, it is a typical feature of European languages to have two ref-
lexivization strategies, one of them pronominal, and the other one similar to a verbal
reflexivization strategy. (The case of English is not covered by this generalization.)
Typically, one finds a reflexivization strategy with a reflexive pronoun which may be
stressed, which can move in the sentence and which is canonically used with verbs
describing typically other-directed actions like ‘hating’, ‘criticizing’, or ‘attacking’
(cf. Konig and Vezzosi 2004 for the notion of (non-)other-directedness). The (more)
verbal reflexivization strategy of European languages makes use of a bleached pro-
nominal element which is restricted to a position adjacent to the verb, which cannot
be stressed and which is canonically used with typically self-directed actions (body-
care, grooming; cf., again, Kénig and Vezzosi 2004). The Russian pair sebja vs. -sja
is a case in point, Italian se (stesso) vs. si another one. (8) provides examples from
Dutch; capital letters indicate focal stress.
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8) a. Jan waste zich.
Jan washed REFLEVIVE
‘Jan washed/got washed.” (as one does in the morning)
b. Jan waste zichself/*ZICH.
Jan washed himself/REFLEXIVE

‘Jan washed himSELF.* (as opposed to washing other people)

The difference between the Dutch and the other European systems, on the one side,
and the ones exemplified in (7), on the other, lies in the fact that Dutch zich (or Italian
si) is an element with a clearly pronominal morphology. The verbal reflexive markers
in (7) do not have this property. Still, a lot speaks in favor of treating zich as develop-
ing towards a non-referential reflexivizer, and the same can be said about the reflex-
ive clitic pronouns of other European languages.”

The strategies to express reflexivity that were surveyed in this section were classi-
fied as pronominal, as verbal, or as somewhere in between. The verb-centered reflex-
ivization mechanism as introduced in 3.1 matches well with affixal reflexive markers
as in (7). The pronoun-and-VP-centered reflexivization mechanism matches well with
English reflexive markers like x-self. And the clitic reflexive markers with a prono-
minal morphology of many European languages may be on their way from shifting
from the pronoun-and-VP-centered mechanism to the verb-centered mechanism. (I
will leave it open here whether there may be a semantic middleground in this domain
corresponding to the morphological middleground that we are describing here.) In a
nutshell, the constructional array of reflexivization patterns in the languages of the
world justifies the assumption of the two major semantic mechanisms that have been
proposed in the semantic literature.

5 Conclusions

The tutorial aimed at showing that major modelling options for variable binding, ex-
emplified for the domain of reflexivity, find a neat counterpart in the major reflexivi-
zation stratregies that natural languages employ.

The slides of the tutorial can be accessed through the following link:
http://www.illc.uva.nl/Tbilisi/Tbilisi201 1/uploaded_files/mediaitem/kutaisi-hole.pdf

Acknowledgments. [The author]; would like to thank Sebastian Lobner for helpful
comments. Mistakes remain his;. The financial support from the Deutsche Forschuns-
gemeinschaft is gratefully acknowledged (Ho 2557/3-1).

® Cf. Reinhart and Reuland’s (1993) influential account of the system of reflexization in

Dutch and other European languages. Their analysis constitutes one way of spelling out the
position of European reflexive pronouns as somewhere in between a verbal and a full pro-
nominal reflexivization strategy. Another important reference for the typology of reflexive
pronouns is Faltz (1985).
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Lukasiewicz Logic: An Introduction
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Abstract. This is a summary of the contents of a tutorial in logic offered
at the conference. The tutorial provided a very gentle introduction to the
elementary aspects of Lukasiewicz (infinite-valued propositional) logic.

1 Introduction

This tutorial offered an introduction to the elementary aspects of Lukasiewicz
(infinite-valued propositional) logic, a non-classical system going back to the
1920’s; cf. the early survey [B, §3], and its annotated English translation in [8]
pp. 38-59]. Thanks to almost a century of hindsight, it is by now apparent that
Lukasiewicz’s terse formal system relates strongly to several fields of mathemat-
ics. While none of these connections were discussed in this basic introduction, I
hope that the audience nonetheless caught a few glimpses of the mathematical
treasures that await those willing to go deeper.

2 Syntax, Semantics, and Completeness

e Review of classical propositional logic.

e The syntax of Lukasiewicz logic .£. Propositional variables { X7, X», ...}, and
the set of well-formed formulae FORM. The basic connectives: — (implication),
- (negation), L (falsum). Derived connectives. See Table [Il

e The semantics of Lukasiewicz logic. Assignments of truth values w: FORM —
[0,1] C R, or evaluations. See Table[2 Tautologies are defined as those formulae
that evaluate to 1 under every evaluation.

e The axiom schemata of Lukasiewicz logic. For each «, 8 € FORM:

(A0) L =« (Ex falso quodlibet.)
(A1) = (B = a) (A fortiori.)
(A2) (a—=pB) = ((B—7) = (a—7)) (Implication is transitive.)
(A3) (a—=B)—=pB) = (B —a)—a) (Disjunction is commutative.)
(Ad) (ra— =B) = (B — «a) (Contraposition.)

o Provable formule are defined as those formulae that can be deduced from (A0-
A4) via modus ponens, exactly as in classical logic. Recall that modus ponens is
the inference rule:

G. Bezhanishvili et al.(Eds.): ThiLLC 2011, LNCS 7758, pp. 12-[[6] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Table 1. Connectives in Lukasiewicz logic

Notation Definition Name

1 - Falsum

T -1 Verum

le’ - Negation
a—f - Implication
aVp (a = B) = B  (Lattice) Disjunction
alNp —(ma vV =p8) (Lattice) Conjunction
a8 (a=p)AB =) Biconditional
a®p —a — 3 Strong disjunction
a®p (o — —B) Strong conjunction
adof —(a— B) But not, or Difference

Table 2. Formal semantics of connectives in Lukasiewicz logic

Notation Formal semantics

L w(l)=0

T w(T)=1

-« w(-a) =1—w(a)
a—pf wla—p)=min{l,1— (w(a)—w(B))}
aVp w(aV f) = max {w(a), w(H)
anp w(a A ) = min{w(a), w(B)}
aep w(a+ B) =1—|w(a) —w(B)|
0®f  wadB)=min{l,w(a)+w(d)}

a®p  wlaep)=max{0,w(a)+w(B) — 1}
06f  w(asf)=max{0,w(a) - w(B)}

a a—f

for a, f € FORM.

e The soundness and completeness theorem. For every a € FORM, « is
provable if, and only if, it is a tautology.

e The computational complexity of .Z. There is an algorithm that, on input
a € FORrRM, decides whether a is provable or not. Further, this decision problem
18 co-NP-complete.

e By restricting all considerations to the set FOrRM,, of formulae that only use
n propositional variables X1, ..., X,, one obtains Lukasiewicz logic over n vari-
ables. We used this in some examples and theorems (see below).
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3 Maximally Consistent Theories, and the Problem of
Artificial Precision in Theories of Vagueness

e A formula « is provable from S, where S C FORrM, if it can be deduced from
(A0-A4) and from S via modus ponens. In symbols, S + a. Thus, § - « (or more
simply F «) means that « is provable.

e A subset S C FORM is consistent if St/ 1, and inconsistent otherwise.

e A formula « is a semantic consequence of S, where S C FORM, if every eval-
uation w: FORM — [0,1] such that w(S) = {1} satisfies w(a) = 1. In symbols,
S E a. Thus, @ F a (or more simply F o) means that « is a tautology.

e A theory in £ is a set ©® C FORM of formule that is deductively closed:
whenever o« € FORM is such that @ F a, then o € 6.

e A theory © is mazximally consistent if it is consistent, and no proper superset
S D O of formalse S C FORM is consistent.

e (Classical logic is not just complete, but even strongly complete: for any subset
S of formulae, a formula is provable from S if, and only if, it is a semantic
consequence of S. This theorem does not generalise to .Z.

e Failure of general strong completeness. There exist a formula o € FORM
and a theory @ C FORM, the latter not finitely axiomatisable, such that © F «
but O I .

e Strong completeness for finitely axiomatisable theories. For every a €
FoORrRM, and every finite F' C FORM, F F « if, and only if, F F a.

e Strong completeness for maximally consistent theories. For every a €
FORM, and every mazximally consistent theory @ C FORM, O F « if, and only
if, O F a.

e Classical and intuitionistic logics both enjoy the deduction theorem: if a, 8 are
any two formulee, {a} F g if, and ounly if, F @« — (. The deduction theorem
links the notion of provability with the semantics of the implication connective.
This state of affairs does not generalise to £ in the most obvious manner. (And,
incidentally, this circumstance ought to suggest caution to those who advance
informal interpretations of the meaning of — in Lukasiewicz logic.)

e Failure of the deduction theorem. There are formule o, € FORM such
that {a} F B, but Y o — 5.

e Weak deduction theorem for .Z. For any formule «, f € FORM such that
{a} & B, there is an integer n > 1 such thatF a ® - - © a — f.

n times
e The Lukasiewicz axioms characterise the real numbers. There is a

natural bijection between mazximally consistent theories @ C FORMy, and num-
bers in [0,1] C R. Specifically, the bijection is given by r € [0,1] — O,., where
O, = {a € FOrRM; | wy(a) = 1}, and w,: FORM; — [0,1] is the unique evalua-
tion of FORM; such that w,(X1) = r. (Here X7 is a propositional variable, and
FoORrM; is the set of formulae over the single variable X7, as explained in Sec-
tion [21) We thereby see that the innocent-looking Lukasiewicz axioms (A0-A4)
characterise the real numbers.

e Artificial precision. It has been argued by many in the philosophical litera-
ture on theories of vagueness that regarding r € [0, 1] as a “degree of truth” of a
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vague proposition — e.g. the proposition “z is tall”, where x is some individual
— replaces the vagueness of the monadic predicate Tall(-) with the most implau-
sible precision. For, what could determine that Tall(z) is to be assigned degree
of truth r := \éz’ say, rather than r’ := \éz +1071990? The preceding theorem
shows exactly what it is that would determine such a difference: the distinct
maximally consistent theories @, and 6,., respectively, each of which encodes
complete consistent knowledge about x’s tallness. We have briefly discussed the
import of this mathematical fact for theories of vagueness.

4 Functional Completeness

e A function f: {0,1}™ — {0,1} is called a Boolean function. Any such func-
tion is definable by a formula (over n variables) in classical logic. For example,
f:{0,1} — {0,1} with f(0) = 1 and f(1) = 0 is definable by the formula
ay(Xy) = —=X;. The fact that Boolean functions are precisely the definable
functions is known as the functional completeness theorem for classical logic.
oIn £, a formula o(Xy,...,X,) € FORM,, defines a function f,: [0,1]" —
[0,1]. Indeed, for z = (z1,...,2,) € [0,1]7, one sets fq(x) := wy(a), where
wy: FORM,, — [0,1] is the unique evaluation of FORM,, such that w(X;) =
x1,...,w(X,) = x,. What functions are obtained in this manner?

e A function f: [0,1]" — [0, 1] is piecewise linear if it is continuous, and there
is a finite set L of affine linear functions R™ — R such that, for each z € [0, 1]",
f(z) = lz(x) for some I, € L. Further, such an f is a Z-map (also called a
McNaughton function) if each affine linear function in L can be chosen to have
integer coefficients.

e Functional completeness theorem for .Z. A function f: [0,1]" — [0,1]
18 definable by an n-variable formula of Lukasiewicz logic if, and only if, f is a
Z-map.

5 Bibliography

Here I merely point to a few standard textbooks, which in turn provide many
further references to specific topics.

e The standard introduction to Lukasiewicz logic is [I]. Advanced aspects are
treated in [6].

e Lukasiewicz logic is part of a hierarchy of many-valued logics systematised by
Petr Hajek, see [4]. A further useful reference is the recent handbook [2].

e Hajek’s hierarchy provides instances of substructural logics, that is, logics that
renounce one ore more of the structural rules — such as weakening or contraction
— of Gentzen’s sequent calculus LK for classical logic. For further information
see [3].

e A few hints to theories of vagueness were given. This is a rather specialised
branch of analytic philosophy. Interested readers can start from [9], [7].
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The Information Structure and Typological Peculiarities
of the Georgian Passive Constructions’

. s
Rusudan Asatiani

Abstract. Functionally defined Passive Constructions are characterized as the
conversive ones of corresponding active constructions, where a patient is
promoted to the subject position, and an agent is demoted and transformed into
a prepositional phrase. Georgian passive constructions do not always show such
a conversion and actually express a variety of semantics: deponents, reflexives,
reciprocals, potentials, etc. The peculiarities of Georgian passive define the
restrictions of their usage in the processes of information structuring, where
patient foregrounding implies certain morphosyntactic changes characteristic
for conversive-passive constructions. The analysis of the Georgian sentence
information structure provides a strong argument for interpreting Georgian
passive as a grammatical category mostly governed by cognitive-semantic, and
not simply by syntactic, features. This paper suggests a cognitive productive
model and some semantic features that define the choice of either the passive or
active formal models for grammatical representations of verbs showing so-
called medial semantics.

Keywords: information structure, active-passive opposition, medial semantics,
continuum of active-passive opposition, cognitive interpretations.

1 Introduction: Defining Objectives

Within the theory of functional grammar, passive constructions are considered
conversive of corresponding active constructions, where a Patient is promoted to the
subject position along the string of hierarchically organized functional relations —
S>DO>IO — while an Agent is demoted and transformed into a prepositional phrase.
Therefore, it no longer represents a core argument defined by a verb valency. Thus,
the passive is considered a syntactic category. However, many languages present
morphologically marked verb forms in such conversive (res. passive) constructions
and, consequently, it is possible to speak about the morphosyntactic category of the
passive voice.

In Georgian, there is an obvious formal opposition between the active — first and
foremost, the transitive — and the passive — the active’s conversive — verb forms
represented by some morphological markers (see below 1-3) and syntactic features
(see below 4), as follows.

* This paper is a product of the project “Typology of information structure,” which is part of
the SFB 632 “Information structure” at the University of Potsdam and Humboldt University
Berlin, sponsored by the DFG.

“Thilisi.

G. Bezhanishvili et al.(Eds.): TbiLLC 2011, LNCS 7758, pp. 17-B4] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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1. In the present tense forms the suffix representing S.3.SG in active verbs is -s,
while in the passive ones it is -a.

2. In the present and derivationally connected tense forms — so-called I series forms
— passive verbs have only one suffix -eb-, the so-called thematic marker, while active
ones can have various thematic markers: -eb-, -ob-, -op-, -av-, -am-, -i.

3. As opposed to the active verb forms, the passive ones can be represented by the
vowel prefixes i-, e- or the suffix -d;

4. The subject in passive constructions always stands in Nominative, while in
active constructions — most importantly, in the constructions built by transitive verbs
— it can be represented either by the Nominative (in Present) or Ergative (in Aorist) or
Dative (in Perfect) case.

The following are Present tense examples:

(1-a)

(1-b)

(2-2)

(2-b)

(3-a)

(3-b)

k’ac-i xat’-av-s surat-s

man-NOM paint-THM-ACT.S.3.SG picture-DAT

‘The man paints the picture.’

surat-i i-xat’-eb-a k’ac-is mier
picture-NOM  PASS-paint-THM-PASS.S.3.SG  man-GEN by
‘The picture is painted by the man.’

k’ac-i a-sen-eb-s saxl-s

man-NOM NV-build-THM-ACT.S.3.S house-DAT

“The man builds the house for himself.’

saxl-i sen-d-eb-a k’ac-is mier

house-NOM buld-PASS-THM-PASS.S.3.SG man-GEN by
“The house is built by the man for himself.’

k’ac-i u-gzavn-i-s c’eril-s  kal-s

man-NOM OV-send-THM-ACT.S.3.S letter-DAT woman-DAT

‘The man sends the letter to the woman.’

c’eril-i e-gzavn-eb-a kal-s k’ac-is  mier
picture-NOM PASS-send-THM-PASS.S.3.SG woman-DAT man-GEN by
“The letter is sent by the man to the woman.’

The following are Past tense examples:

(4-a)

(4-b)

(5-a)

(5-b)

k’ac-ma da-xat’-a surat-i

man-ERG PV-paint-AOR.S.3.S picture-NOM

‘The man painted the picture.’

surat-i da-i-xat’-a k’ac-is mier
picture-NOM  PV-PASS-paint-AOR.S.3.SG man-GEN by
‘The picture was painted by the man.’

k’ac-ma a-a-sen-a saxl-i

man-ERG PV-NV-build-AOR.S.3.S house-NOM

‘The man built the house for himself.’

saxl-i a-sen-d-a k’ac-is mier

house-NOM PV-build-PASS-AOR.S.3.SG  man-GEN by
“The house was built by the man for himself.’
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(6-a) k’ac-ma  ga-u-gzavn-a c’eril-i kal-s
man-ERG PV-OV-send-AOR.S.3.S letter-DAT woman-DAT
‘The man sends the letter to the woman.’

(6-b) c’eril-i ga-e-gzavn-a kal-s k’ac-is  mier
picture-NOM PV-PASS-send-AOR.S.3.SG woman-DAT man-GEN by
‘The letter is sent by the man to the woman.’

The following are Present Perfect tense examples:

(7-a) k’ac-s  da-u-xat’-av-s surat-i
man-DAT(PV-SINV.3.CV-paint-THM):PRF-OINV.3.S[SINV.3.SG]picture-NOM
“The man has painted the picture.’

(7-b) surat-i da-xat’-ul-a k’ac-is mier
picture-NOM  PV-paint-PRT-be.PRS.S.3.SG  man-GEN by
‘The picture has been painted by the man.’

(8-a) k’ac-s  a-u-sen-eb-i-a saxl-i
man-DAT (PV-SINV.3.CV-build-THM-0):PRF-OINV.3.S[SINV.3.SG] house-NOM
“The man has built the house for himself.’

(8-b) saxl-i a-sen-eb-ul-a k’ac-is mier
house-NOM PV-build-THM-PRT-be.PRS.S.3.SG man-GEN by
“The house has been built by the man for himself.’

(9-a) k’ac-s ga-u-gzavn-i-a c’eril-i  kal-is-tvis
man-DAT (PV-SINV.3.CV-send-0):PRF-OINV.3.S[SINV.3.SG] letter-DAT  woman-GEN-for
“The man has sent the letter to the woman.’

(9-b) c’eril-i ga-h-gzavn-od-a kal-s k’ac-is  mier
picture-NOM (PV-10.3-send-IMP):PRF-S.3.SG woman-DAT man-GEN by
‘The letter has been sent by the man to the woman.’

All the features taken together clearly distinguish an opposition between active and
passive verb forms, although none of them can be regarded as a simple marker for the
passive voice as far as they do not exist only in passive constructions. The following
examples illustrate this.

1. The main function of -s, -a suffixes is to mark S.3.SG. Once this function is
identified, examples of it can be found in various cases. For example, -s expresses
S.3.SG in a subjunctive mood of passive verb forms and also in some static verbs. For
instance, i(PASS)-xat’(paint)-eb(THM)-od(IMP)-e(SUBJ)-s(S.3.SG) (‘It would be
painted’), i(CV)-dg(stand)-e(SUBJ)-s(S.3.SG) (‘It would stand’),  zi(sit.PRS)-
5(S.3.SG) (‘S/he is sitting’), etc., while -a can be a marker of active verb’s S.3.SG in
past tenses (see examples (4-a), (5-a), (6-a), (8-a), (9-a) above).

2. The main function of -eb- is to mark out dynamic verb forms. In expressing this
function, -eb- also occurs with some active verbs (see example (2-a), (8-a), etc.).

3. The vowel prefixes are also polyfunctional: in general, they represent
derivational changes of verb valency — either the increase or decrease of verb
arguments syntactically linked with a verb. For instance, -i- expresses such categories
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as the subjunctive version (see examples (2-a), (5-a)), the reflexive version (e.g.,
i(SV)-ban(wash)-s(S.3.SG) (‘S/he washes her/himself.”), i(SV)-p’ars(shave)-
av(THM)-s(S.3.SG) (‘He shaves himself.’)), potentials (see examples (12) below),
deponents (see examples (10) below) and also has an additional function to form the
future tense of some intransitive, active verbs (e.g.: [i(CV)-cxovr(live)-
eb(THM)]:FUT-s(S.3.SG) (‘S/he will live’), [i(CV)-myer(sing)-eb(THM)]:FUT-
8(S.3.SG) (“S/he will sing’)).1

4. The Nominative is the case that is characteristic for the subjects of some
intransitive, non-active, non-covnersive passive verbs, and also static verbs in past
forms (for example, is(S/he. NOM.SG) dg(stand)-a(PRS)-s(S.3.SG) (‘S/he stands’) :
is(S/he.NOM.SG) i(CV)-dg(stand)-a(PST.S.3.SG) (‘S/he stood’); is(S/he. NOM.SG)
gd(lay strewn)-i(PRS)-a(S.3.SG) : is(S/he. NOM.SG) e(CV)-gd(lay strewn)-
o(PST.S.3.SG)). The Ergative (or the Dative) case can also be the subject marker for
intransitive, yet active verbs which show active, dynamic processes (for example,
man(S/he. ERG.SG) i(CV)-cxovr(live)-a(AOR.S.3.SG) (‘S/he lived’);
man(S/he NOM.SG)  i(CV)-pikr(think)-a(AOR.S.3.SG) (‘S/he thought’); mas
[u(SINV.3.CV)-cek’(dance)-v(THM)-i(PST)]:PRF-a(OINV.3[S.INV.3.SG])  (‘S/he
has danced’); [u(CV)-mus{work)-av(THM)-i(PST)]:PRF-a(OINV.3[S.INV.3.SG])
(‘S/he has worked)).

Georgian morphosyntactically distinguished passive constructions do not always
show the conversion of corresponding active ones, and they can in fact express a
variety of semantics. The following examples illustrate this point.

(10) Active semantics: e(PASS)-kac(tug)-eb(THM)-a(S.3.SG) ‘S/he tugs hard at
smth./smb.”, a(CV)-c’v(push)-eb(THM)-a(S.3.SG) ‘S/he  pushes smth./smb.’
e(PASS)-laparak’(speak)-eb(THM)-a(S.3.SG).

(11) Dynamic actions: dg(stand)-eb(THM)-a(S.3.SG) ‘S/he is standing up’, tvr(get
drunk)-eb(THM)-a(S.3.SG) ‘S/he gets drunk’, $r(dry)-eb(THM)-a(S.3.SG) ‘S/he
dries’, th(warm)-eb(THM)-a(S.3.SG) ‘S/he gets warm’.

(12) Potentials: i(CV)-¢’m(eat)-eb(THM)-a(S.3.SG) ‘It is edible’, i(CV)-
sm(drink)-eb(THM)-a(S.3.SG) ‘It is drinkable’, i(CV)-k’itx(read)-eb(THM)-
a(S.3.SG) ‘It can be read’.

(13) Reciprocals: e(CV)-tamas(play)-eb(THM)-a(S.3.SG) ‘S/he plays with
smb.=They play together’, e¢(CV)-cek’v(dance)-eb(THM)-a(S.3.SG) ‘S/he dances
with smb.=They dance together’.

These verbs do not have an active counterpart and can produce corresponding active
semantics by special derivational models. The initial forms for them are semantically
non-active forms, while for the conversive-passive forms, on the contrary, the initial
forms are the active ones.”

Thus, we have two different formal models defined by some morphological and
syntactic features. Let us define them as active-passive formal models as follows.

! For the polyfunctionality of i- prefix see ASATIANI2001.
2 For the structural models of the so-called passive forms and their semantic interpretations see
IVANISHVILI & SOSELIA 1999.
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Table 1.
‘Active Model’ ‘Passive Model’

S.3.SG suffix -8 -a
(in present)
Thematic marker -eb- -eb-, -ob-, -op-,
(in I-series tense forms) -av-, -am-, -i-, -0-;
Special markers - i-, e-, -d, -0-
Subject case NOM (in present)/ NOM

ERG (in Aorist)/

DAT (in Perfect)

Primarily, the active model serves as a formal representation of transitive verbs
with an affected object — let us call them prototypical actives —, while the passive
model serves as formal representation of functional, conversive-passive, which we
can call prototypical passives. As far as these models can also be used for the verbs
that do not represent a prototypical semantics — let us call such verbs Medial ones —
(see examples (10), (11), (12), (13) above), it is obvious that the question of what is
the real function of the morphosyntactically differentiated models still needs to be
answered. These formal models can not be interpreted simply, and their semantic
and/or functional analysis requires further investigation.

2 Theoretical Approaches: Information Structures of a Sentence

According to one of the theoretical approaches implemented in contemporary
linguistics, one of the devices for active-passive functional differences can be
explained by a variety of information structures.

In general, linguistic structuring of information — its packaging — proceeds through
the oppositions, where one part of the information stands out against the background
of the other part. From the communicational, pragmatic point of view, this
information is highlighted, important, and represents the foregrounding of a certain
part of this information. Any kind of foregrounding — including highlighting, logical
emphasis, promotion, standing out as primary, important — can be regarded as a
single, common phenomenon, which represents the main strategy of structuring
linguistic expressions. From this perspective, Topic, Focus, Subject, Theme, Point of
View, and others are the same to the extent that they represent various forms of
foregrounding. Foregrounding, according to such a broad interpretation, can be
realized on various linguistic levels, and in this case we can distinguish Conceptual,
Functional, Discourse and Pragmatic devices (ASATIANI2007).

2.1  Conceptual Foregrounding

In the process of the linguistic structuring of extra-linguistic situations some
languages conventionally conceptualize either an Agent or Patient as the central part
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of the information. As a result, one of two constructions arises, the Nominative —
which shows the Agent’s foregrounding — or the Ergative — which shows the Patient’s
foregrounding. The first construction formally foregrounds who is acting, while the
second foregrounds what is done. From the grammatical point of view, conceptual
foregrounding is represented by the unmarked, Nominative case: In the nominative
languages the Agent always stands in nominative, while in the ergative languages, it
is the Patient — not the Agent — who appears in nominative.

Georgian shows split ergativity (DIXON 1979; HARRIS 1981). Transitive verbs in
Present Tense form build the Nominative constructions, in which conceptual
foregrounding means to put an Agent in the central position. The following example
illustrate this.

(10) monadire k’l-av-s irem-s.
hunter NOM  kill-THM-PRS.ACT.S.3.SG deer-DAT
‘The hunter kills the deer.’

The Aorist forms build the Ergative construction, in which conceptual foregrounding
puts a Patient in the central position. For example:

(11) monadire-m mo-k’l-a irem-i.
hunter-ERG PV-kill-AOR.S.3.SG deer-NOM
‘The hunter killed the deer.’

The Perfect forms build the Dative — so-called inversive — construction, in which a
Patient is foregrounded to a central position as well (SHANIDZE 1973). For example:

(12) monadire-s mo-u-k’l-av-s irem-i.
hunter-DAT (PV-CV-kill-THM):PRF-S.3.SG deer-NOM
‘The hunter has killed the deer.’

2.2  Functional Foregrounding

The Patient’s foregrounding in the nominative languages, where the Agent is a
conceptually highlighted element, can further be achieved by the changes of
functional roles, and, as a result, conversive-passive constructions arise. In the passive
construction, the Patient is functionally promoted, and it is defined as a Subject. The
term Subject actually denotes the foregrounding of a certain part of information —
whom or what the information concerns. The Active construction shows the Agent’s
foregrounding — in other words, the Agent is the Subject and, consequently, stands in
nominative — while the Passive construction shows the Patient’s foregrounding — the
Patient is the Subject and, consequently, stands in nominative. Thus, a syntactic
opposition between active and passive constructions can be triggered by different
models of information structuring. In discourse, this is one of the main sources for the
production of passive constructions.
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In Georgian, Passivization is a regular way for the Patient’s foregrounding in
active-transitive verbs in Present Tense forms. For example:

(13) Active:  monadire k’l-av-s irem-s.
hunter NOM  kill-THM-S.3 deer-DAT
“The hunter kills the deer.’
(14) Passive: irem-i i-k’vi-eb-a monadir-is mier.

deer-NOM PV-PASS-kill-THM-PRS.PASS.S.3.SG hunter-GEN by
“The deer is killed by the hunter.’

The Passive construction is not always clearly distinguishable in a formal sense by the
verb forms in Aorist. This occurs when the verb forms showing subjective version of
active transitive verb represented by i- prefix and morphologically represented i-
passive forms can not be distinguishable in aorist. This is true for all verbs having i-
conversive-passive. Only syntactic features — alignment of arguments — make it
possible to differentiate an active-passive opposition. The following examples
illustrate this point.

(15) Active:  monadire-m mo-i-k’l-a irem-i tav-is-tvis.
hunter-ERG PV-SV-kill-AOR.S.3.SG deer-NOM self-GEN-for
“The hunter killed the deer for himself.’

(16) Passive: irem-i mo-i-k’l-a monadir-is  mier.
deer-NOM PV-PASS-kill-AOR.S.3.SG hunter-GEN by
‘The deer was killed by the hunter.’

Conceptually, this fact makes sense. In ergative constructions the Patient is already
defined as conceptually foregrounded. From the informational point of view, its
further functional foregrounding seems to be redundant.

Finally, in the Perfect Tense Forms, the formal opposition between the Passive and
the Active constructions yields an absolutely different picture. The active
constructions trigger the Dative — so-called inversive — constructions, while passive
ones preserve the Nominative model. Therefore, the opposition is expressed mainly
by syntactic features, namely, by verb arguments in various case patterns.

Thus, it can be supposed that in Georgian, due to split-ergativity and the
restrictions of passivization for some medial-active verbs, more complex processes
define the choice of either active or passive models in the course of information
structuring.

Another device defining either appearance or disappearance of PC in Georgian is a
relatively free word order. This makes it possible to put the focused Patient in a
marked — mostly sentence-initial and pre-verbal — position without any kind of
functional promotion and/or demotion — respectively, passivization. As well, sentence
intonation contour plays an important role.

Thus, a passive construction is not the only means to express the functional
foregrounding of Patient. Consequently, the role of passive construction in the process
of Patient functional foregrounding in Georgian also needs further investigations.
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3 Methodology

Sentences raised in natural conversation are the most valuable for the task of
identifying the main formal models of information structures. It is possible to
stimulate such situations of natural converstations by means of experimental tasks
specifically designed for this purpose. Our empirical data is collected on the basis of
Questionnaire on Information Structure (henceforth QUIS), that is being developed
within the Sonderforschungsbereich 632 Information Structure at the University of
Potsdam and the Humboldt University Berlin (SKOPETEAS et al. 2006). QUIS
comprises of a set of translation tasks and production experiments for primary data
collection. The so-called “production experiments” contain a range of experimental
settings, that introduce spontaneous expressions, for instance, picture descriptions,
map tasks, some games, etc. For our purposes, the following experiments were
particularly interesting.

3.1 Description of the Experimental Setup

This particular experiment explores the interrelation between a patient’s animacy and
an agent’s visibility. The relevant constructions show patient foregrounding. With
respect to animacy, it is assumed that foregrounding, in general, is more probable
with the animate and less probable with the inanimate. With respect to agent
visibility, it is assumed that patient foregrounding is more probable, if the agent is not
identifiable, and less probable, if the agent is identifiable.

In the following experiments the assumptions are implemented as follows. All
settings are equal in that the target picture shows the patient. It is introduced by a
previous picture. In the target picture, four different cases are presented:

Figure 1: the patient is animate; the agent is non-identifiable;
Figure 2: the patient is animate; the agent is identifiable;
Figure 3: the patient is inanimate; the agent is identifiable;
Figure 4: the patient is inanimate; the agent is non-identifiable.

Fig. 1. Fig. 2.
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Fig. 3. Fig. 4.

Procedure

The instructor explains to the informant:
You will be shown two scenes that belong together. They belong to the same
story. Imagine that the first scene takes place first, and the second scene
some time later, say, after five minutes. Please provide a short description
of what is going on in each scene.

The instructor shows the first picture to the informant and asks:

What is going on in this scene?

The description may be free, and as long as the informant wishes. Most importantly,
the informant has to understand the setting in the picture. The instructor shows the
second picture and asks:

What is going on in this scene?

As the result of such procedures, an audio-recorded database was created, consisting
of 192 sentences. This semi-spontaneous data was collected during eight field
sessions (16 informants, mostly Georgian students) using 12 pairs of stimuli pictures
from the QUIS experiment tasks (SKOPETEAS et al. 2006).

3.2  Data Analysis

On the basis of the audio-recorded data, it becomes clear that Georgian informants
prefer to produce active constructions, in which a foregrounded patient occupies an
initial position in the sentence. The subject is either uncertain — represented in a verb
form by S.3.PL suffixes (see example (17) below) — or the subject is represented by
the indefinite pronoun viyac, ‘somebody’ (see example (18) below) and the word
order changes. An example of the above follows.

(A7) [botl-s] ropic k’r-av-en pex-s

bottle-DAT push-THM-ACT.PRS.S.3.PLfoot-DAT
‘(They) are kicking the bottle.’

(18)  [ma-s]r,p. Vviyac pex-s u-rt’q’-am-s.
3.SG-DAT somebody foot-DAT [I0.3]OV-hit-THM-ACT.PRS.S.3.SG
‘Somebody is hitting him with foot.’
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Only one example is found in our data, where the invisible agent is represented by the
active construction with the concrete noun kali, ‘a woman’:

(19)  [’apa-s]ropic i-y-eb-s kal-i.
frying-pan-DAT SV-take-THM-ACT.PRS.S.3.SG  woman-NOM
‘A woman is picking up the frying-pan.’

Fig. 5.

This case can be explained with reference to a general idea that women are thought
of as cooks. According to such a cultural background — social and gender differences
— in this context the invisible subject becomes identifiable.

Thus, based on the conducted data analysis, we can conclude, that passive
constructions in Georgian are not defined by the invisible agents and/or by the
animate patients. These semantic features, which supposedly must evoke conversive-
passive constructions, do not provoke the syntactic changes of functions. In the
process of information structuring, when in a given situation an invisible Agent,
together with the animate Patient is presented, and the passive constructions would be
most appropriate, 100% of Georgian informants prefer to use active constructions
with the uncertain subject represented in verb forms by either S.3.PL suffixes (48%),

or by indefinite pronouns viyac/rayac ‘somebody/something’ (52%). Therefore,

patient foregrounding is not expressed by passive constructions. There is no
functional foregrounding, and the patient and/or agent do not change their functional
characteristics. This is an additional argument to interpret Georgian passive as a
grammatical category primarily governed by verb semantics — more widely, it is
governed by the cognitive processes of information structuring — and not by the noun
semantics defining functional changes, which are realized as a syntactic category.
Consequently, it is necessary to find other features, that define the formal opposition
between the active and the passive morphological distinction and different models of
formal representation. We will show, that these features will be semantic and not
simply syntactic.
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4 Cognitive-Semantic Interpretation of the Active-Passive
Morphosyntactic Oppositions

In many languages, as in Georgian, the active-passive constructions do not always
express syntactically defined conversive forms. The passive formal model is also used
to mark other related constructions. In general, there are languages in which the
passive formal model marks reflexives and reciprocals — for instance, Russian —
deponents — for instance, Latin — or middle verbs — for instance, Greek. In some
languages, this model goes further and also expresses other grammatical relations. In
Japanese, for example, it is the formal representation for polite constructions and,
more importantly, plural forms. Consequently, attempts at new theoretical approaches
have been undertaken to explain such cases. One such approach is Shibatani’s
interpretation (SHIBATANI 1985).

4.1 A Continuum of Active-Passive Opposition

SHIBATANI considers the active-passive opposition as a continuum, where polar
dimensions fit in with the prototypical active and passive constructions, while non-
polar, inter-medial cases share only some semantic-categorical features of the
categories characteristic of the prototypical ones.

Prototypical active / Medial cases / Prototypical passive

<« | | »

Languages apply various strategies for formal representations of such non-polar
cases. We call them Medial cases. Languages either create new formal models, or
choose from the existing ones a model that conventionally is regarded as the most
appropriate and proximate according to certain semantic-categorical features. In such
cases, simple taxonomic functional interpretations — the change of syntactic functions
— or semantic interpretations — the definition of active-passive semantics — concerning
the formal models are much more difficult to make, and sometimes even impossible.

4.2  Georgian Active-Passive Continuum

As demonstrated, the active-passive opposition in Georgian can not always be defined
by distinct information structures. The patient’s functional foregrounding is not
always the source for a passive formal representation model (see 3.2). As for the
semantic interpretation, it is absolutely clear, that there are no simple one-to-one
correspondences between the active-passive semantic oppositions and the active-
passive formal models. As shown in section 1, a case of active semantics does not
always express itself in the active model. For instance, the passive morphosyntactic
model sometimes actually expresses active semantics: dg-eb-a ‘S/he is standing up’,
ekac-eb-a ‘S/he tugs hard at smth.’, ac’v-eb-a ‘S/he pushes smth./smb.” A passive
semantics is also not always expressed by the passive model. For instance, some static
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verbs that actually have non-active, passive semantics, have the same suffix -s- in
present, expressing S.3.SG as the active ones: dga-s ‘stand-S.3.SG’, c’ev-s ‘ (smb.)
lie-S.3.SG °, zis ‘sit-S.3.SG’, dev-s‘ (smth.) lie-S.3.SG’, yir-s ‘cost-S.3.SG’, c’ux-s
‘worry-S.3.SG’ (see 1).

Georgian active-passive opposition could be interpreted as a continuum, in which
the prototypical active corresponds to the transitive active constructions represented
by the active model. As well, the prototypical passive defined by patient
foregrounding corresponds to the active construction conversive form, in turn,
represented by the passive model. In this case, the process of the grammaticalization
of the medial forms — not prototypically active or passive verbs — can be explained by
the following general cognitive tendency:

In the process of the formal representation of the medial forms, Georgian
applies either the active or the passive formal model. The strategy of choice is
defined by the specific conventionally accepted linguistic so-called ‘decision’
about which categorical-semantic features of the prototypical constructions
are regarded as central.

In order to demonstrate such categorical-semantic features, we must take into account
the following linguistic empirical facts observed during the process of the formal
representation of some intransitive medial forms:

If a medial prototypically non-active and/or non-passive verb semantics
tends toward an end — in other words, it is semantically telic — then a verb
selects the passive formal model of representation. If a medial verb
semantics does not tend toward an end — in other words, it is semantically
atelic — then a verb chooses the active formal representation model.

A formal interpretation of this fact is fairly simple:

If a verb with medial semantics can take just one preverbal prefix or
3 . . . . . .
preverbs” showing some direction of action — sometimes also creating new

semantics of a verb — then the verb has ‘passive form.’

Compare, for instance, the first set of examples to the second one.

First Set:
dg(stand)-eb(THM)-a(S.3.SG) ‘S/he is getting up’
a(PV:FUT)-dg(stand)-eb(THM)-a(S.3.SG) ‘S/he will stand up’
gada(PV:FUT)-dg-eb(THM)-a(S.3.SG) ‘S/he will stand elsewhere’
c¢’ar(PV:FUT)-dg-eb(THM)-a(S.3.SG) ‘S/he will step forward’
¢a(PV:FUT)-dg-eb(THM)-a(S.3.SG) ‘S/he will stand in’
e(CV)-mal(hide)-eb(THM)-a(S.3.SG) ‘S/he is hiding from smth. or smb.’

? In Georgian, the so-called Preverbs are preverbal affixes that show a direction of an action
and additionally form the future tense for transitive and conversive-passive verb forms as
well as the perfective-imperfective aspect (see SHANIDZE 1973).
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da(PV:FUT)-e(CV)-mal-eb(THM)-a(S.3.SG) ‘S/he will hide from smth. or
smb.’

a(CV)-c’v(press)-eb(THM)-a(S.3.SG) ‘S/he is pressing down’
mi(PV:FUT)-a(CV)-c’'v-eb(THM)-a(S.3.SG) ‘S/he will push against smth. or
smb.

da(PV:FUT)-a(CV)-c’v-eb(THM)-a(S.3.SG) ‘S/he will lie down on smth. or
smb.’

Second Set:

cxovr(live)-ob(THM)-s(S.3.SG) ‘S/he lives’
pikr(live)-ob(THM)-s(S.3.SG) ‘S/he thinks’
arseb(exist)-ob(THM)-s(S.3.SG) ‘S/he/it exists’
k’ank’al(shiver)-eb(THM)-s(S.3.SG) ‘S/he shivers’
gor(roll)-av(THM)-s(S.3.SG) ‘S/hefit rolls’
suntk(breath)-av(THM)-s(S.3.SG) ‘S/he breathes’
b¢’(discuss)-0b(THM)-s(S.3.SG) ‘S/he discusses’
brial(sparkle)-eb-s(S.3.SG) ‘It sparkles’

In second set, the last medial verbs having the form similar to active-transitive ones
do not attach preverbs.

4.3 Expanded Continuum

Cognitive-semantic interpretations of the active-passive continuum can be broadened
to encompass all spectrums of the medial verb forms, including the verbs expressing
static states.* If such medial verb forms are taken into account, the process of
information structuring can be reinterpreted as a hierarchically organized process. In
this process, another opposition of categories — namely, “dynamic/static” — takes a
distinct role. Hence the following rule is operating.

If medial verb forms express static events, then the verb in present tense has
an auxiliary conjugation.

In other words, the Georgian language creates a new model of formal representation
with auxiliary conjugation in present tense only for static verbs. This model is
different from either active or passive. The following examples illustrate this point.

(20) me(1.SG) v(S.1)-dga(stand)-v(S.1)-ar(be.SG)
sen(2.SG) (S.2)dga(stand)-x(S.2)-ar(be.SG)
is(3.SG) dga(stand)-s(S.3.SG)

(‘ am/You are/ He is standing.”)

* According to Georgian grammatical tradition, these are referred to as static passive and
medio-passive states (SHANIDZE 1973).
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21) me(1.SG) v(S.1)-c’ev(lie)-v(S.1)-ar(be.SG);
sen(2.SG) (S.2)c’ev(lie)-x(S.2)-ar(be.SG);
is(3.SG) c’ev(lie)-s(S.3.SG)

(‘I am/You are/ He is lying.”)

In some instances, such medial verbs correspond to the (20) type conjugation. In the
Georgian grammatical tradition, they are reffered to as static passives (SHANIDZE
1973). For example:

gdi-a ‘lie. strewn/thrown about-S.3.SG’, ¢g’ri-a ‘lie.scattered/strewn-S.3.SG’,
peni-a ‘is. spread.out-S.3.SG’, k’idi-a ‘is.hanging.on-S.3.SG’, c’eri-a
‘is.written-S.3.SG’, xat’i-a ‘is.drawn-S.3.SG’, abi-a ‘is.tied.(on)-S.3.SG’.

In other instances, such medial verbs trigger the (21) type conjugation, reffered to as
medio-passives (SHANIDZE 1973). For example:

dga-s ‘stand-S.3.SG’, c’ev-s ‘(smb).lie’-S.3.SG’, zi-s ‘sit-S.3.SG’, dev-s*
(smth).lie-S.3.SG’, yir-s ‘cost-S.3.SG’, ¢ ’ux-s ‘worry-S.3.SG’.

According to these examples, the static verbs having auxiliary conjugation fall into
two subgroups. One group has the S.3.SG suffix -s, also characteristic for the
prototypically active verbs in present. The second group shows S.3.SG ending -a,
which is the same as is characteristic for the prototypically passive verbs in present.
The functional differences are more refined, hence the discovery of specific semantic
nuances implying the opposition needs a more careful analysis. We suggest the
following formal testing expression.

If a verb generates a correct phrase with the adverb tavad ‘him/her/itself,
personally’, then it chooses the active model. For instance, the expressions
tavad dga-s (‘S/he stands herself, personally’), tavad c’ev-s (‘S/he lies
herself, personally’), tavad c’ux-s (‘S/he is worried herself, personally’) are
correct. If such phrases are not correct, then the passive model of
representation is chosen. For instance, the expressions *tavad gdi-a (‘It is
lying strewn about (itself)’) *tavad kidi-a (‘It is hanging (itself)’) *tavad
c’eri-a (‘It is written (itself)’) are unnatural or improper.

The testing phrase {tavad, (S), V} leads us to distinguish the following valuable
semantics: A state is provoked and/ or controlled by a subject’s will, a subject ‘acts’
him/her/itself, personally. We denote this feature by the term Agentivity and define
the following rule.

A verb expressing states that can be controlled or triggered by the subject
itself — a subject that is conventionally close to agentivity — selects the active
model, while verbs expressing a state not controlled or triggered by the
subject itself select the passive representation model.

Therefore, summarizing our argument, we suggest a dynamic model for the choice of
the voice in language production. This model reflects the cognitive-semantic grounds
for formal-grammatical representations of an active-passive opposition and the medial
forms.
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5 The Hierarchically Organized Dynamic Model

Linguistic representations of active, passive, and medial verb forms can be
reinterpreted as a hierarchically organized cognitive process that defines the choices
of either the Active (AM) or Passive (PM) formal models. The so-called decision of
which model will be most appropriate for the concrete medial verb semantics is taken
step by step conventionally based on the most optimal cognitive interpretations
originating from some crucial semantic features.

Step 1: Prototypically active and prototypically passive relations are represented by
the main formal models. These are the active — transitive verbs with an affected object
showing agent foregrounding — and the passive — conversive forms of active relations
showing patient foregrounding — constructions. (For the morphosyntactic features of
the constructions, see section 1.)

Step 2: Medial (non-prototypical) relations are marked according to two different
strategies:

Strategy 1. The new model is created (NM)
Strategy 2. Either active or passive models of representation are chosen

Further specific cognitive processes and semantic features define which of the above
strategies is chosen. First of all, the feature Dynamic/Static plays a decisive role —
verbs expressing Static states are marked according to strategy 1, and the new model
of conjugation with the auxiliary verb fo be is chosen. On the other hand, verbs
expressing Dynamic action choose either the active or passive formal model of
representation (strategy 2).

Step 3: For the Dynamic subgroup, further choices are defined by the semantic
feature Telicity:

Telic medial verbs choose the passive formal model of representation, while
atelic medial verbs — the active model of representation’.

For the Static subgroup, further choices are defined by the semantic feature
Agentivity:

Verbs denoting static states, which are more or less controlled by the subject
itself, have the same S.3.SG ending in present tense as the active verbs, while
all other verbs choose the same S.3.8G suffix as the passive ones.®

> In other words, the morphosyntactic features are absolutely identical with the morphosyntactic
features characteristic for the transitive and/or conversive-passive verb forms.

® In other words, the morphosyntactic feature are partially identical with the morphosyntactic
features characteristic for the transitive and/or conversive-passive verb forms — only S.3.SG
endings are chosen.
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We can also represent the process as a productive-generative tree-structure.

/\

prototypes non-prototypes
prototypical prototypical dynamic static
active passive (thematic markers) (auxiliary conjugation)
AM PM NM
atelic telic +agentive -agentive
(+preverbs) (-preverbs) (-5) (-a)
(-s) (-a) ~AM ~PM
AM PM
v v l l

Active transitive / Conversive-passive / Medio-Active(2 )/ Passive dynamic(1) / Medio-passive(3) / Static pass.7(4)

Examples:

(1)-type medial verbs: dg-eb-a ‘S.3.SG is standing up’, §r-eb-a ‘S.3.SG
becomes dry’, xm-eb-a ‘S.3.SG dries out’, tetr-d-eb-a ‘S.3.SG turns white’,
k’ac-d-eb-a ‘S.3.SG becomes man’, i-q’ep-eb-a ‘S.3.SG barks’, i-gin-eb-a
‘S.3.SG is sworn at’, ¢’v-eb-a ‘S.3.SG lies down’, tvr-eb-a ‘S.3.SG gets drunk’.
(2)-type medial verbs: cxovr-ob-s ‘S.3.SG lives’, pikr-ob-s ‘S.3.SG thinks’,
arseb-ob-s ‘S.3.SG exists’, k’ank’al-eb-s ‘S.3.SG shivers’, gor-av-s ‘S.3.SG
rolls’, suntk-av-s ‘S.3.SG breathes’, bé’-ob-s ‘S.3.SG discusses’, brial-eb-s
‘S.3.SG sparkles’.

(3)-type medial verbs: dga-s ‘S.3.SG stand-s’, ¢’evs ‘S.3.SG (smb.) lies’, zi-s
‘S.3.SG sits’, dev-s ‘S.3.SG (smth.) lies’, yir-s ‘S.3.SG costs’, c’ux-s
‘S.3.SG worries’.

(4)-type medial verbs: gdi-a ‘S.3.SG lies strewn/thrown about’, q’r-i-a
‘S.3.SG lie scattered/strewn a lot of smth./smb.’, pen-i-a ‘S.3.SG is spread

out’, k’id-i-a ‘S.3.SG is hanging on’, c’eri-a ‘S.3.SG is written’, xat’-i-a
‘S.3.SG is drawn’, ab-i-a ‘S.3.SG is tied’.

7 The names for verb-classes are given according to the Georgian grammatical tradition
(SHANIDZE 1973). The term Medio-active denotes intransitive, active, atelic verbs with ergative
subject and no accusative object. On the other hand, Medio-passive denotes intransitive,
semantically passive verbs having no active counterpart and representing static events. A
subject of these verbs is always in nominative.
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6 Conclusions and Notes

We have shown that the representation of the continuum of active-passive opposition
together with the dynamic hierarchically organized productive model explain the
complex processes that define the choice of either the active or passive formal models
of representation for the non-prototypical, so-called medial forms in Georgian. The
efficacy of such an approach confirms that Georgian morphological passive does not
always represent the syntactic changes mostly implied by the information structuring,
namely by the patient’s foregrounding.

It must be mentioned that because of these peculiarities morphologically
represented passive verb forms create an opposition with the syntactic passive, that is
formed by the periphrastic constructions: {Passive Participle + auxiliary verb g ’opna
‘to be’ }. The following examples illustrate this point.

da(PV)-c’er(write)-il(PRT)-i(NOM)=a(be.PRS.S.3.SG)

‘It is written.’

da(PV)-c’er(write)-il(PRT) i(CV)-kn(be.PST)-a(AOR.S.3.SG)

‘It was written.’

da(PV)-c’er(write)-il(PRT) [i(CV)-kn(be.PST)-eb(THM)]:FUT-a(S.3.SG)
‘It will be written.’

The main function of the opposition is to formalize the functional differences between
the syntactically and semantically defined passive constructions. Periphrastic,
analytical passive represents functional changes — patient’s functional foregrounding
— of semantic roles: Patient => Subject, Agent => Prepositional phrase. On the other
hand, synthetic, morphological passive can represent semantically passive — non-
active, yet dynamic — verbs. Even in cases when an active verb does not have the
morphologically opposed conversive-passive, it still has periphrastically opposed
conversive form. For example:

i-k’vl-ev-s ‘(S)he researches smth.” : gamo-k’vle(v)-ul-i-a ‘Smth. is researched’
(yet, *i-k’vile(v)-eb-a); c’armo-a-dgen-s ‘(S)he presents smth.” : ¢’armo-dgen-il-
i-a ‘Smth. is presented’ (yet, *c’armo-i-dgin-eb-a); a-rcev-s ‘(S)he chooses
smth./smb.’ : a-rée(v)-ul-i-a ‘Smth./smb. is chosen’ (yet, *i-réev-eb-a).

It can be concluded that Georgian analytical, periphrastic passive corresponds to the
syntactically defined conversive-passives, while synthetic, morphological passive has
different functional loading and represents mostly semantically defined peculiar verb
forms.

7 Glossary

0: zero, 3: 3 person, ACT: Active, AOR: aorist, CV: characteristic vowel, DAT:
dative, ERG: ergative, FUT: future, GEN: genitive, IMP: imperfect, NOM:
nominative, NV: neutral version, OINV: inverted object, OV: objective version,
PASS: passive, PL: plural, PRF: perfect, PV: preverb, PRS: present, PST: past, PRT:
participle, SG: singular, SINV: inverted subject, SUBJ: subjunctive, SV: subjective
version, THM: thematic suffix.
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Discourse Structuring Questions and Scalar
Implicatures

Anton Benz and Fabienne Salfner
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Abstract. In this paper we discuss the interdependence of scalar impli-
catures and discourse structuring questions. We show that even prototyp-
ical cases of scalar implicatures can depend on an explicitly or implicitly
given Question under Discussion. Particularly, we argue against the idea
that scalar implicatures are automatically generated by the logical form
of an utterance. We distinguish between three types of discourse questions
each having different effects on implicatures.

1 Introduction

In this paper we discuss the interdependence of scalar implicatures and discourse
structuring questions. We show that even prototypical cases of scalar implica-
tures can depend on an explicitly or implicitly given Question under Discussion.
Particularly, we argue against the idea that scalar implicatures are automati-
cally generated by the logical form of an utterance. This in accordance with
approaches in the literature that try to show that implicatures generally have to
be analysed as discourse phenomena (cf. |Asher and Lascarides (2003), |Geurts
(2007), lvan_ Kuppevelt (1996)).

Already |Grice (1975) mentions that implicatures can be discourse dependent
without going further into detail. Grice considers discourse structure as one
parameter among others, in particular for context dependent particularized im-
plicatures.

In the Neo-Gricean approaches (cf. [Levinson (1983,12000)) discourse structure
plays no role, but implicatures depend on the logical form of an utterance there.
Chierchia (2004) even considers implicatures being part of the semantics. The
discussion about Chierchia’s theory led to a an increase of interest in context
and discourse dependency of generalized implicatures, see |Geurts (2007).

The example in () illustrates that even prototypical quantity implicatures
depend on the kind of the preceding question, which may remain implicit:

(1) a. A: Wer hat die Bilder gemalt?
who has the pictures painted

B: Einige Bilder hat Hans gemalt/ Hans hat einige Bilder
some pictures has Hans painted Hans has some pictures

gemalt.

painted

G. Bezhanishvili et al.(Eds.): ThiLLC 2011, LNCS 7758, pp. 35-p0] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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b. A: Was hat Hans gestern = gemacht?
what has Hans yesterday did

B: Hans hat einige Bilder gemalt.
Hans has some picture painted

c. A: Wie lief das Geschéft gestern?
how run the business yesterday

B: Am Morgen haben einige Leute Friithstiick bestellt. Dann
in.the morning have some people breakfast ordered the

war es leer, spéater wurde es  besser.

was EXPL empty later became EXPL better

Ounly in (&) einige ‘some’ triggers its common scalar implicature ‘not all’. Nei-
ther in (IB) nor in ([Id), where einige ‘some’ is part of an elaborating sentence,
the expected implicatures are generated. Instead, in ({IB]) and (Id) einige ‘some’
has the implicature ‘no great number’ and furthermore in ([Id) einige ‘some’ has
the additional implicature that ‘all clients who came in the morning had break-
fast’. The standard theory (Levinson, 11983) would need to sidestep to a kind
of cancellation or to a scale selection mechanism to explain the effects in the
examples. However, example ([Id) would still remain puzzling.

The fact that implicatures have to be considered as discourse phenomena is
not surprising with respect to relevance implicatures, but is unexpected for scalar
implicatures, as the latter are regarded as prototypical examples of generalized
context independent implicatures. Therefore, in this paper we focus on scalar
implicatures.

We show that implicatures are discourse phenomena and that they depend
on an explicitly or implicitly given Question under Discussion. In general, the
logical form of an utterance is not sufficient to derive them. That holds for scalar
as well as for relevance implicatures.

At first, in Section [2] we sketch the standard theory of Levinson and discuss
examples whose logical form is not sufficient for explaining their implicatures
and we briefly present the recent work on the discourse dependency of scalar
implicatures by |Geurts (2007). In Section Bl we discuss an existing question
based information structural approach (van Kuppevelt, 1996) and show that
there are effects with implicatures that cannot be explained purely on the basis
of his theory, but that we have to take into account the source of the discourse
question: in the hearer, in the speaker’s mental database or whether they are
triggered by discourse relations. In Section Ml we distinguish these three types
of discourse questions and discuss how they can influence implicatures.

2 Implicatures and Standard Theory

In this section we discuss the standard theory of implicatures with respect to
discourse dependency of implicatures. |Grice (1989) distinguishes between what
is said by an utterance and what is implicated by an utterance. In ([2J) it is said
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that at least two boys came and it is implicated that ‘not all boys came to the
party’.
(2) Some of the boys came to the party.

Grice assumes that conversation is cooperative. Each utterance is subordinated
to a common discourse goal. This is considered by the hearer while interpret-
ing an utterance. In the classic out-of-petrol-example (Grice, (1989, p. 32) the
common goal of B’s utterance is to solve A’s problem of finding petrol for his
car:

(3) A stands in front of his obviously immobilised car.
A: T am out of petrol.
B: There is a garage round the corner.

On the basis of the fact that the utterance is a contribution to the task of A
getting fuel for his car and on the basis that A can count on B being cooperative,
A can conclude that the garage is open and that it sells fuel as far as A knows.

In addition to the cooperativity principle, Grice assumes that speakers adhere
to a number of so—called conversational mazims. Somewhat simplifying matters,
the maxims ask the speaker to be truthful (Quality), and to be as informative
as possible (Quantity) as long as it is relevant (Relevance). In addition, the form
of the utterance should be orderly, concise, and clear (Manner).

Grice further differentiates between particularized implicatures, which depend
on the particular utterance context, and generalized implicatures, which do not
depend on the utterance context. To the latter belong so—called scalar impli-
catures. These had been investigated and systematized especially by so—called
Neo—Griceans (Horn, 11972, [1989; |Gazdad, [1979; [Levinson, [1983).

The general schema for calculating scalar implicatures is as follows: Let A(x)
be a sentential frame with free position = that can be filled with expressions that
are ordered in a scale (E1,...,E,). In @), A(z) is ‘z of the boys came to the
party,” and the relevant scale is (all, some). In order for (E1,..., E,) to count
as a scale, it must hold that A(E),) entails A(E,+1) but that A(E,+1) does not
entail A(E,). Then, according to the standard theory, an utterance of A(E, 1)
implicates that it is not the case that A(E,). In @), A(all) implies A(some) but
not vice versa; hence, an utterance of A(some) implicates that —A(all). This
explains (2]).

It follows from this account, that scalar implicatures are calculated on sen-
tence level. They are generated by the logical form of an utterance and are
independent of the discourse context[] In [Levinson (2000, Sec. 1.5.2) generalized
implicatures are explicitly considered as non—monotonic entailments of the ut-
terance meaning, with the exception of manner implicatures which depend on
the form of an utterance. In Neo—Gricean approaches, discourse context only
comes into play when implicatures are cancelled by context. As they are con-
sidered non—monotonic inferences, other sources can block them. For example,

1 “Some quite detailed arguments can be given to show that all but the Manner impli-
catures must be read from the semantic representation, including some specification
of logical form.” (Levinson, 1983, pg. 122f)
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if it is known that the implicature is false, irrelevant, or that the speaker does
not know whether it is true, the implicature is removed. For example, if Peter
says that ‘I don’t know by whom the pictures were painted. Hans painted some of
them. It may be he painted all,” then the implicature of the second sentence from
some to ‘not all’ is not valid. In Levinson’s (2000) account, the implicature is
first generated on sentence level and then cancelled by the context information.

The problems of a too simplistic view of the relation between implicatures
and discourse can be illustrated by the introductory example (dI), here repeated
as

(4) a. A: Who painted the pictures?
B: Hans painted some pictures.
~~Hans did not paint all the pictures.

b. A: What did Hans do yesterday?
B: Hans painted some pictures.
~+~Hans did not paint all the pictures.

If one assumes that in (@) the logical forms of B’s utterances are identical, then
both occurrences should give rise to the same implicatures. There is no reason
for thinking that in (B) B does not know how many pictures Hans painted,
or that this information is irrelevant. It seems that the implicature is not gen-
erated at all, rather than being generated and then cancelled by contextual
information. In fact, this has led some semanticists to argue that the logical
forms in () are fundamentally different. [Diesing (1992), for example, assumes
two kinds of indefinite DPs, one with a presuppositional reading and one with
a non-presuppositional reading. That means that in (4al) the existence of some
pictures is presupposed, whilst in ([@L) the existence of some pictures is merely
asserted. The logical form of the sentences then would differ in whether the in-
ternal argument of the DP is presupposed or not. Other linguists argued against
Diesing’s semantic ambiguity approach by proposing that the effects are rather
a pragmatic phenomenon connected to the topic/focus structure, e.g. Reinhart
(1995); Biiring (1996). Whichever stance one takes on the semantic issues, it is
not decidable on the basis of the answer alone what the speaker intended to
communicate. The implicature effects arise in a question-answer structure. In
the semantic ambiguity account this question—answer structure has to be taken
into account for disambiguation, which is necessary for determining the logical
form of the answer, and it has to be taken into account for determining the scales
which are activated by the logical form. In a pragmatic account, disambiguation
has to be replaced by other mechanisms which explain why the quantificational
domain of some is restricted in (Hal), and unrestricted in (@h). Such pragmatic
mechanisms could be saturation and free enrichment (Carston, 2004), or rhetor-
ical relations as studied by |Asher and Lascarides (2003). In both cases, whether
one follows the semantic or the pragmatic approach, discourse context plays
an essential role for determining the implicatures or non—implicatures of B’s
answers.

2 Note: “implicates” is marked by “~” and “does not implicate” is marked by “»”
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So—called localist approaches tried to integrate scalar implicatures in compo-
sitional semantics (Chierchial, 12004; [Levinson, 2000). Implicatures are generated
at sentential or even sub—sentential level, and triggered by lexical items. These
approaches would also have to assume a semantic ambiguity for avoiding unde-
sired implicatures in Example (4h).

In the context of the debate about localist approaches, |Geurts (2007) argues
that implicatures are discourse phenomena rather than sentence level phenom-
ena. He discusses three types of examples which cannot be explained without
considering the wider discourse context. First, there are implicatures which can
only be derived from the over-all discourse consisting of several sentences (5al).
Second, there are examples in which the hearer has to consider the discourse
status of certain referents (GL). Third, there are examples that show that also
presupposed material can trigger implicatures (Gd).

(5) a. When Jill opened the box, it contained five oranges. She took one
out.

b. A cousin of mine read some of Derrida’s books.

c. Jill knows that Jack took some of the apples.

In (Ba) one would answer the question for the number of the remaining oranges
surely by four. Although it could have happen that someone other than Jill has
taken oranges out from the box, too. But if that had been the case, the speaker
would have said it. That means that he would have chosen a more informative
discourse, instead of a more informative proposition.

If the indefinite noun a cousin in (Bh) is assumed to introduce an existentially
quantified discourse referent, then a Gricean theory would predict that none
of the speaker’s cousins have read all books of Derridald But there are certain
circumstances in which that does not have to be the case, for example, when
the speaker uses this sentence to introduce a report about one particular cousin.
Then, we can only derive that this particular cousin did not read all books of
Derrida.

In (Bd) the factive verb to know triggers the presupposition that the embedded
utterance Jack took some apples is true. Thus, the implicature that ‘Jack did
not take all apples’ is generated by a presupposition.

In this paper, we are interested in the interplay of discourse structuring ques-
tions and implicatures. Discourse structuring questions have received some at-
tention in recent years, in particular, in connection with information structure
(Roberts, 1996; Biiring, 2003). It is interesting to see how Biirings’s (2003) the-
ory can explain the implicature in (@al). He proposes a question—based discourse
structure from which he can derive intonation based implicatures. He assumes
a D(iscourse)-Tree in which a superior question is divided into sub-questions,
whose answers together provide an answer of the superior question (cf. Biiring
(2003, pg. 516). The contrastive topic intonation then signals that the speaker
gives a partial answer only. That yields the implicature that for other topics

3 This follows from 3z (cousin(z) ASome(D-book)(Ay.read(x,y))) ~ =3z (cousin(x) A
All(D-book)(Ay.read(x,y))).
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another proposition might hold. See for illustration Example (@), in which Fred
is the Contrastive Topic (CT) and beans is the Focus (F):

(6) A: What about Fred? What did he eat?
B: FREDcr ate the BEANSp

The intonation of B’s answer triggers the implicature that others might have
eaten other things.

Analogously, we can assume that in Example {@a) B only gives a partial
answer to the question, indicated by using some. The question is then divided
into the sub-questions ‘ Who painted some pictures?’ and ‘ Who painted the other
pictures?’. B merely answers the first one, and thus implicates that ‘Hans did
not paint all the pictures’.

The relation between rhetorical structure of discourse and implicatures has re-
ceived little attention so far. Recently,|Asher (2009) discussed a number of exam-
ples in the context of Segmented Discourse Representation Theory
(Asher and Lascarides, 2003). For example, |Chierchia (2004) predicts that the
standard scalar implicatures occur only in upward entailing contexts. In down-
ward entailing contexts, they vanish. Here, scales may become reverted. An
example is (7a)) in which it clearly is the case that the speaker is still happy if
more than one person reads his book. In addition, the example gives rise to the
implicature that the speaker will not be happy if no person reads his book. The
rhetorical relation between antecedent and consequent is one of causation.

(7) a. If one person reads my book, I'll be happy.

b. If you take cheese or dessert, you pay 20$; but if you take both there
is a surcharge.

However, in (7h), the contrast relation between the two conditionals requires
the implicature from ‘cheese or dessert’ to ‘only cheese or only dessert’. Hence,
it seems that the difference between the causation and the contrast relation is
responsible for the implicature to arise or not.

The relevant discourse relation in Example (), here repeated as (8], is that
of QUESTION—ANSWER—PAIR.

(8) a. A: Who painted the pictures?
B: Hans painted some pictures.
~~Hans did not paint all the pictures.

b. A: What did Hans do yesterday?
B: Hans painted some pictures.
~+~Hans did not paint all the pictures.

In (Bal), the activated set of alternatives is {some, all}, whereas in (8L) the
activated set of alternatives is {painting pictures, planting flowers, ....}. Ac-
cording to Asher in (8al) the implicature is a result of the speaker’s giving an
overanswer. Overanswer roughly means that when we assume that a question
induces a partition on the information state (Groenendijk and Stockhof, [1984)
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a complete answer picks out one cell in the partition, and overanswers require
additional premises to infer a complete answer, (cf.|Asher (2009, pg. 21)). For Ex-
ample (Ba)) this means that B actually answers the question ‘Did Hans painted
all the pictures?’, which can be considered as a sub-question of the question
‘Who painted the pictures?’. According to Asher, the answer covers the Yes-
partition completely, and in addition a subset of the No-partition. This results
in the implicature that ‘Hans painted not all pictures’. In contrast, in (8h) the
given question does not allow the accommodation of the sub-question ‘Did Hans
painted all pictures?’, therefore the implicature ‘not all’ does not arise. The dif-
ferences in the set of alternatives are therefore a result of the difference in the
structure of the questions.

Beside approaches that are based on discourse and/or information structure,
there are several approaches that arise from the study of questions, e.g. Zeevat
(1994, 2007) or ISchulz and van Rooij (2006). These accounts explain scalar im-
plicatures by assuming an exhaustivity operator although differing in detail[]
For reason of space we confine our discussion to some brief remarks on the ap-
proaches of [Zeevat (2007) and [Schulz and van Rooij (2006). Zeevat applies an
exhaustivity operator to the expression in an answer that corresponds to the wh-
element in the question. He assumes that the exhaustivity operator is sufficient
to explain scalar implicatures. So he only draws an indirect connection between
questions and implicatures. His account works well for scalar expressions in NPs
corresponding to the wh-element, but it makes the wrong predictions regarding
the implicatures of einige ‘some’ in our minimal pair (1a) vs (1b). In (1la) the
exhaustivity effect would merely be that ‘nobody else beside Hans painted some
pictures’, whilst in (1b) we merely would arrive at the implicature that ‘Hans
didn’t do anything beside painting pictures’. The account of Schulz and van Rooj
is similar to Zeevat at least in assuming that the exhaustivity operator works
on the expression that answers the question and, therefore, yielding the same
predictions regarding our example (la-b).

In the next section, we will discuss a theory on implicatures which takes advan-
tage of the structure of discourse questions and their interplay with information
structure.

3 Van Kuppevelt’s Information Structural Account

To date, the most detailed account of implicatures in terms of discourse structur-
ing questions is the information structural account of van Kuppevelt (1996). The
basis of this approach is similarly to|Biiring (2003) the assumption that discourse
is structured by a hierarchy of explicit or implicit Questions under Discussion
(QUD). The questions define the discourse and the sentence topic. Implicatures
are semantically inferred from information structure; more precisely, from the

% An exhaustivity operator was first introduced by ISzabolcsi (1981) in her gram-
matical approach on focus, followed by |Groenendijk and Stockhof (1984), whose
account builds the starting point for the approaches of |[Zeevati (2007) and
Schulz and van Rooij (2006).
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topic—comment structure. If the background question is ‘How many children does
Nigel have?’, then the set of possible answers defines a semantic topic. The se-
mantic comment is the alternative which is specified in the answer. Hence, if the
answer is Nigel has 14 children then ‘Nigel has  children’ is the topic phrase,
and ‘74’ the comment phrase.

Van Kuppevelt claims that implicatures can only be triggered in the comment
of an utterance but not in the topic. He provides the following examples for
illustration:

(9) a. How many children does Nigel have?
Nigel has fourteencomment children.
~+Nigel, and nobody else, has at least fourteen children.
~Nigel does not have more than fourteen children.

b. Who has fourteen children?
Nigelcomment has fourteen children.
~Nigel, and nobody else, has at least fourteen children.
+Nigel does not have more than fourteen children.

The answer in ([@al) does not implicate that Nigel, and nobody else, has at least
fourteen children. But it implicates that ‘Nigel does not have more than fourteen
children’. The explanation according to van Kuppevelt is that fourteen children
is the comment, and therefore triggers an implicature, whilst Nigel is part of the
topic, hence it does not produce implicatures.

The answer in ([@D]) implicates that ‘Nigel, and nobody else, has at least four-
teen children’. But it does not implicate that Nigel does not have more than
fourteen children. Since fourteen children is part of the topic, it does not pro-
duce implicatures, and since Nigel is the comment it triggers an implicature.

The following examples show some of the more intricate problems:

(10) a. A: How many books did Harry buy?
B: Harry bought fourcomment b00Ks, if not fivecomment.

b. [Someone of my group bought no less than four books]
Who bought four books?
B: *Harry bought fourcomment books, if not five.

c. [I would like to know who bought how many books]
Who bought fourcomment books?
B: Harrycomment bOUght fourcomment bOOkSa anOt fivecommenb

In Example ([[0al), the comment—phrase is, according to van Kuppevelt, divided
into two parts, and only together do they provide an answer. Hence, the impli-
cature from four to ‘not more than four’ can not be drawn. In (I0L), the first
part of the answer is already sufficient. Hence, ‘if not five’ is not part of the
answer, and hence not part of the comment. The utterance as a whole becomes
infelicitous. In (I0d), we find the same answer with two comment—phrases, with
the second one ‘four ... if not five’ divided into two parts as in ([0al). We arrive
at the implicature that ‘only Harry bought four, if not five books’.

There are two aspects of van Kuppevelt’s theory which we think are unsatis-
factory. Both aspects are closely related to each other. The first point concerns
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the discourse structuring questions. Van Kuppevelt seems to assume that the
questions can, in principle, be asked by the addressee of an answer. In extended
dialogue contributions, these questions remain implicit, and have to be recon-
structed for the analysis. When dialogues turns become more complex, it may
not be obvious how to do this. Often a whole series of questions needs to be
assumed for reconstructing an assertion as answer to a background question.
This can be demonstrated with an example which van Kuppevelt discusses in
van Kuppevelt (1995, ex. 8).

(11) F; A: Yesterday evening a bomb exploded near the Houses of Parlia-
ment.

Q1 B: Who claimed the attack?

A7 A: A well-known foreign pressure group which changed its tactic
claimed the attack.

According to van Kuppevelt, in ([[d)) F; is the so-called FEEDER (an utterance
that does not constitute an answer to a topic-forming question) that induces a
question that needs to be answered by the following discourse.

If we have a closer look at this example, we see that the question-answer
structure is not so straightforward as van Kuppevelt suggests. Moreover a whole
series of (implicit) questions arises to reach A; as an appropriate answer, i.e.
‘Is there any claim of responsibility?’, * Who claimed the attack?’, ‘Is this group
already known?’ and ‘Is it expected that this group commits bomb attacks?’. Ay
then answers the whole series of questions at one go.

The question what parameters can be used to derive which questions belong to
such a series must be postponed to future work. This particular example suggests
that on the one hand we can use information from the linguistic form (‘ Who
claimed the attack?’). And at other hand there are questions that are triggered
by non-at issue content (e.g. well-known — ‘Is this group already known?’ or
the appositive relative clause which changed its tactic — ‘Is it expected that this
group commits bomb attacks?’).

As might become obvious, the discussed series of questions is not derivable
straightforwardly from the example. This leads to our second concern. Van Kup-
pevelt does not distinguish between the questions with respect to their source,
i.e. whether they arises in the speaker or in the hearer or elsewhere. That this
matters will become clear from the following examples.

The examples in ([I2]) seem to contradict van Kuppevelts claim. However, they
can be explained in his theory, but effort in form of additional assumptions is
needed, as we will see.

(12) a. A: Who made the pictures?
B: John pmment painted some pictures.
~John did not paint all the pictures.

b. What did John do yesterday?
B: John painted some pictures.omment-
~John did not paint all the pictures.
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Since in ([Za)) some is part of the topic, van Kuppevelts theory would predict
that some does not generate a scalar implicature, but in fact some implicates
that ‘John did not paint all the pictures’. And vice versa in (I2H). Since some
is part of the comment we should expect that a scalar implicature arises. But
against our expectations some does not implicate that ‘John did not paint all
the pictures’.

To explain why example (I2a)) is still in accordance with his theory van Kup-
pevelt has to assume the accommodation of a more complex question in the
background, the question then would be ‘I would like to know who painted which
pictures?’ instead of ‘ Who painted the pictures?’ yielding the same mechanism
as for Example ([[0d). As a result, we get several comment phrases and therefore,
speaker B gives a partial answer here. But this partition into two sub-questions
cannot originate in the hearer, since he just asked ‘ Who painted the pictures?’.
It rather originates in the speaker.

Also Example (I2h) can be explained in accordance with van Kuppevelt. We
need to assume that the set of alternatives is not the set of the pictures but
a set of various activities that John might have done yesterday, e.g. {painting
pictures, planting flowers, visiting grandma...}. Therefore, some is actually not
the comment and thus it cannot generate an implicature.

Now, let us turn to van Kuppevelt’s own examples:

(13) a. A: Who has four children?
B: Nigelcomment has four children.
~Nigel, and nobody else, has at least four children.
++Nigel does not have more than four children.

b. A: Peter has two children, and John has five children. Who has four
children?
B: Nigelecomment has four children.
~Nigel, and nobody else, has exactly four children.

As we have seen in ([I3a) above, the fact that Nigel is comment entails that it
implicates that ‘Nigel, and nobody else, has at least four children’; but it does
not implicate that ‘Nigel does not have more than four children’. That is in
accordance with van Kuppevelt. But if we extend the context in a way as in
(I3h), asking the very same question leads to the implicature that ‘Nigel, and
nobody else, has exactly four children’ although Nigel is comment. This can
be explained by the assumption that the utterance of speaker A Peter has two
children, and John has five children. indicates an implicit, more complex question
in the background, namely ‘ Who has how many children?’. And, the utterance
Peter has two children, and John has five children. answers the sub-questions
‘Who has four children?’ and ‘ Who has five children?’.

But as the discussion about (4L will reveal, sometimes such explanations
are not sufficient.

(14) a. A: Parents with at least four children get free entry. Who has (at
least) four children?
B: Nigeleomment has four children.
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~>Nigel, and nobody else, has at least four children.
++Nigel does not have more than four children.

b. A: Parents with at least four children get free entry. Who has (at
least) four children?
B: Nigelcomment has seven children.
+Nigel, and nobody else, has at least four children.
~~Nigel does not have more than seven children.

The answer in ([[4a]) implicates that ‘Nigel, and nobody else, has at least four
children’. And it does not implicate that ‘Nigel does not have more than four
children’. Thus, the implicatures are generated as predicted by van Kuppevelts
theory.

Interestingly, (I4D) does not implicate that ‘Nigel, and nobody else, has at least
four children’. But it implicates that ‘Nigel does not have more than seven chil-
dren.’ This implicature is generated, since B gives an over-informative answer. The
corresponding question to this answer was obviously not given by the hearer. But
it could have arisen in the speaker himself as a query of his mental database. This
can also serve as explanation for the question why the implicature that ‘Nigel and
nobody else, has at least four children’ does not occur. The speaker then names the
first person who comes into his mind for whom the question applies, that means he
gives a mention-some answer. In van Kuppevelt’s terms the speaker gives a partial
answer.

However, van Kuppevelt’s theory does not yield this kind of derivations
straightforwardly. We can conclude so far that information structure alone is
not sufficient to explain implicatures. Moreover, it seems to be important to
differentiate where the questions arise.

In the next section, we discuss in what way implicatures can depend on dis-
course questions by the example of German einige ‘some’. We distinguish be-
tween questions that arise in the hearer, questions that are raised by discourse
relations and questions that can be considered as queries in the speaker’s mental
database.

4 Roles of Question under Discussion

Before we turn to the discussion of the relevant data we need to mention that En-
glish some and German einige ‘some’ obviously differ in their behavior regarding
implicatures, as illustrated in (IH).

(15) A: What did Hans do yesterday?

B: Hans painted some pictures.

+ Hans did not paint all the pictures.

+ Hans painted a small number of pictures.
B’: Hans hat einige Bilder gemalt.

+ Hans did not paint all the pictures.
~ Hans paint a small number of pictures.
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As the example illustrates, the meaning of English some and German einige is
identical. But the implicature of German einige is more complicated. English
some triggers a scale (some,all), but German einige can trigger two different
scales: (einige, alle) or (einige, viele).

From the discussion above we have seen that the question which kind of
scale is activated is an issue in both the theory of Asher and the theory of van
Kuppevelt. But which scale is activated can depend on the kind of question, as
the following example with a definite-indefinite contrast shows.

(16) a. A: Who painted the pictures?
B: John painted einige pictures.

b. A: Who painted pictures?
B: John painted einige pictures.

c. A: What did John do yesterday?
B: John painted einige pictures.

Example (I8) illustrates the dependency of the implicature from the definite-
indefinite contrast in the question. In (I6a)) with a definite article in the ques-
tion, einige ‘some’ implicates ‘not all’. But in (I6D) with a bare plural in the
question, there is no implicature of einige ‘some’, neither ‘not all’ nor ‘not a large
number’ (as einige implicates in ([I6d)). Interestingly, the neutral alternative to
the examples in (@) is not ‘John painted all pictures’. It seems that the contrast
between ‘John painted einige pictures’ and ‘John painted the pictures.’ is suffi-
cient to explain the implicature. This is supported by the observation that we
can replace the non-restrictive definite DP by a restrictive version still getting a
scalar implicature, see (I7):

(17) John painted the blue pictures.
~John painted not all pictures.

This suggests that the basis for the implicature here is neither the scale (all,
some) nor the scale (many, some), but rather a part-of relation introduced by
contrast to the definite DP. The example is in accordance to the observations of
Hirschberg (1991)) (see also Levinson (2000, Sec. 2.2.4)), who introduces scales
based on dominance relations to explain generalized scalar implicatures.

These kind of examples demonstrates again that the logical structure alone is
obviously not sufficient to explain implicatures.

The source from which Questions under Discussion originate and how they
influence potential implicatures can differ. We distinguish between a) implicit or
explicit questions which originate in the hearer, b) questions raised by discourse
relations and ¢) questions arising as queries to the speaker’s mental database.

4.1 Implicit or Explicit Questions Which Originate in the Hearer

In this section we discuss a couple of examples including einige ‘some’ with
various questions that originate in the hearer.
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(18) a. A: Who painted the pictures?
B: John painted einige pictures.
~John did not paint all the pictures.
b. A: What did John do yesterday?
B: John painted einige pictures.
~John painted a small number of pictures.

As we discussed above the logical forms of B’s utterances are identical, but the
utterances activate different scales. This yield different implicatures.
Another example is (I9).

(19) a. A: How was business going yesterday?
B: In the morning, there were einige people who ordered breakfast.
Then it was very quiet, later it became better.
~~»Not many people ordered breakfast.
~~In the morning all people ordered breakfast.

In ([3), the question asks for the course of business, rather than the amount of
people who had breakfast. As the amount is not salient einige ‘some’ just has
its semantic meaning as indefinite yielding in the implicature ‘not many’.

A likewise quite interesting example is (20D)).

(20) a. A: Who came to the party?
B: Einige students came to the party.
~~Not all students came to the party.
b. B’: FEinige proof theorists from Humboldt-university came to the

party.

~+Not all proof theorists from Humboldt university came to the party.
Example (20al) is one of the typical examples for an utterance with einige ‘some’
generating the scalar implicature ‘not all’. But if we replace einige Studenten
‘some students’ by einige Beweistheoretiker von der Humboldt- Universitdat ‘some
proof theorists from Humboldt-university’ as in (20B) the implicature vanishes
immediately. If the implicature really would be generated by the logical form
we would expect no differences between ([20a) and ([20B) with regard to the
implicature generating behaviour. In fact, it seems plausible that in (20al) the
implicature that ‘not all students came’ follows from world knowledge (i.e. that
at Humboldt-university there are a lot of students), and therefore the implicature
is not triggered by einige ‘some’. And, to go one step further it is plausible to
assume that in fact there is no implicature at all. We only get a real implicature if
we replace einige ‘some’ by einige der ‘some of the’ indicating a part-of relation.
Actually, in (20B) the composition of the guest’s group is at issue and not the
proportion of students partying. Therefore no implicature arises.

4.2 Questions Raised by Discourse Relations

Beside the questions that anticipate questions that might arise in the hearer
there are questions that are triggered by discourse relations, as illustrated in

@1).
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(21) a. A: This vehicle is very secure.
B: Really? Last year there had been some/ einige accidents with it.
~~The number of accidents was high.

b. A: Do you think John can drive?
B: He had einige glasses of beer.
~~He had probably too many glasses of beer.

In (2Tal), we see an utterance in which einige ‘some’ generates the implicature
‘many’, i.e. interestingly the stronger expression on the scale is implicated. That
can be explained by assuming that the most likely discourse relation between
the utterance that contains einige and the preceding statement of speaker A
is COUNTEREVIDENCE, triggering an implicit question ‘ What is B’s counterevi-
dence?’. Thus the implicature is generated by the fact that the stronger inter-
pretation is necessary to maintain the expected discourse relation. Explanations
in this vein were suggested by |Asher and Lascarides (2003). The example is fur-
thermore important, since it shows that a theory that merely based on scales as
well as a theory purely based on discourse questions have problems to find an
explanation.

(211) is another example in which a discourse relations are responsible for
the implicatures, namely QUESTION-ANSWER relation and additionally an EviI-
DENCE relation. In this example einige implicates ‘too many’.

4.3 Questions Arising as Queries in the Speaker’s Mental Database

A third type of discourse questions are questions that function as queries in the
speaker’s mental database. Let us consider the Nigel-example again.

(22) A: Parents with at least four children get free entry. Does Nigel have four
children?
B: Nigel has seven children.
~~Nigel does not have more than seven children.

The answer in (22)) implicates that ‘Nigel does not have more than seven chil-
dren’. B seems to answer the question: ‘How many children does Nigel have?’,
although this question is not asked by the hearer. This suggests that the question
originates in the speaker himself as a query in his mental database. The example
shows that in spite of the obvious irrelevance of the question ‘ How many children
the parents have?’ an over-informative answer yields an implicature. Therefore,
it would be a misunderstanding to believe that the question structure entails
straightforwardly that scalar expressions in particular sentence positions do not
generate implicatures.

5 Conclusion

In this paper, we have illustrated that implicatures are discourse phenomena and
that they depend on an explicitly or implicitly given Question under Discussion.
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In general, the logical form of an utterance is not sufficient to derive them. That
holds even for the most prototypical example of scalar implicatures: those that
are triggered by some/einige and numerals.

Our starting point was the standard theory which explains implicatures using
scales of expressions (E1, ..., E,) such that the use of a scale element F; in a
sentence frame A(FE;) automatically activates a scale and triggers an implicature.
The examples we discussed have shown that in general the scales connected to an
element are not unique and that the choice of the scale depends on the discourse
context.

In Section [B] we presented an approach that derives the scale selection and
activation from discourse structuring background questions in connection with
information structure. We have seen that this theory alone is also not sufficient
to explain the various phenomena.

All things considered, it has turned out that it is useful to differentiate between
three types of discourse structuring questions: those, which arise in the hearer,
those, which are a kind of queries on the speaker’s mental database and those
being triggered by discourse relations. The next challenge we have to take up is
the question how a theory that predict in what way a whole series of discourse
question is composed could look like.
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1 Introduction

Traditionally, the meaning of a sentence is identified with its truth conditions.
This approach is driven by the age-old attention that philosophy has devoted to
the study of argumentation. In terms of truth conditions one defines entailment,
the crucial notion that rules the soundness of an argument: a sentence ¢ is said
to entail another sentence 1 in case the truth conditions for ¢ are at least as
stringent as the truth conditions for .

But argumentation is neither the sole, nor the primary function of language.
One task that language more widely and ordinarily fulfills, among others, is to
enable the exchange of information between individuals. If we embark on the
enterprise of studying this particular use of language, the objects of our study are
no longer arguments, or proofs, but rather conversations, or dialogues. Just like
in logic we traditionally pursue a formal characterization of well-formed proofs,
we would then like to obtain a characterization of well-formed dialogues. Thus, as
advocated in [I7J18], instead of the notion of entailment, which judges whether a
sentence can be inferred from a given set of premises, we need to consider another
logical notion, which judges whether a sentence forms a pertinent response to the
foregoing discourse. This notion, which we will call compliance, may be regarded
as the crucial logical relation in the study of information exchange. The aim of
this paper is to contribute to a better formal characterization of compliance.

In order to pursue our goal, the first thing we need is a shift in perspective on
meaning. For, the static notion of meaning as truth conditions is not particularly
suited to understand the dynamics of information exchange, or at the very least,
not in its usual form. Such a shift in perspective has been initiated by Stalnaker
[33], who gave the notion of meaning a dynamic and conversational twist. He
proposed to take the meaning of a sentence to consist in its potential to bring
about an information change, enhancing the so-called common ground of a con-
versation, and with it the information states of the conversational participants.
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of the paper were presented at the Prague Workshop on the Logic of Questions,
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Questions in Discourse and Epistemology, Center for Formal Epistemology, Carnegie
Mellon, Pittsburg, November 5, 2011. The research reported here was made possi-
ble by financial support from the Netherlands Organization of Scientific Research
(NWO), which is gratefully acknowledged.
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However, if we take seriously the goal to study information exchange through
conversation, this change of perspective is not sufficient. For, Stalnaker’s proposal
is limited to assertions, whose meaning can be identified with their informative
potential. In conversation, information exchange takes place through a complex
interplay of requests and provisions of information, in a process in which issues
are raised, addressed, and sometimes resolved. It is the requests for informa-
tion that drive the development of the conversation, setting the momentary goal
of the exchange and thus eliciting certain reactions from other participants. If
we really want to understand how information exchange works, our notion of
meaning should thus encompass inquisitive potential (the potential to request
information) alongside informative potential (the potential to provide informa-
tion). This simple observation forms the cornerstone of ingquisitive semantics
[BITI20I32]. This framework is intended to provide new logical foundations for
the analysis of discourse, especially the type of discourse that is aimed at the
exchange of information. For instance, Farkas and Roelofsen [I5] show that in-
quisitive semantics makes it possible to both simpify and enrich the discourse
theory of Farkas and Bruce [14], which in turn builds on much previous work on
discourse [2333[4UT2TOBTI22/T3]. A comparison of inquisitive semantics with
classical theories of questions [24[282T], treatments of questions in dynamic se-
mantics [27J26I17], and an earlier version of inquisitive semantics [I8J30], shown
to be defective in [6JIT], is provided in [9I19].

The most basic implementation of inquisitive semantics, the system Inqg, will
be summarized in section 2] below. Its notion of meaning encompasses both
informative and inquisitive potential. The question, then, is whether this frame-
work allows us to construe a suitable formal notion of compliance. If we limit our
attention to a propositional language, the answer seems to be positive: in section
221 we present a natural candidate, which was first defined and discussed in [20]
and [§]. Unfortunately, however, examples from [6] and [7] show that the same
strategy does not yield satisfactory results in the case of a first-order language.
These examples are discussed in section 23l We will argue that, in fact, no fully
satisfactory notion of compliance can be given based on the notion of meaning
used in Inqp, since sentences with intuitively distinct compliant responses are
assigned the same semantic value. These considerations will lead us to devise a
more fine-grained semantics, described in section Bl that we will call inquisitive
witness semantics, Inqyy. While this enriched system coincides with Inqp on the
treatment of informative and inquisitive content, it allows for the formulation
of a notion of compliance that does justice to the formerly problematic cases,
assigning them the intended set of compliant responses. However, in the conclu-
sion we will look at an example that shows that our solution is not yet quite
general, and needs to be further refined.

2 Background

We start with a brief recapitulation of Inqp. We will first consider the language of
propositional logic, and then move on to the first-order setting. More elaborate
expositions of Inqp can be found in [GIT1120/32].
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2.1 Propositional InqB

In this section we consider a language Lp, whose formulas are built up from
L and a set P of proposition letters, by means of the binary connectives A,V
and —. We use —¢ as an abbreviation of ¢ — 1, !y as an abbreviation of
——p, and 7@ as an abbreviation of ¢ V —p. We refer to lp and 7y as the
non-inquisitive and the non-informative projection of ¢, respectively.

The basic ingredients for the semantics are worlds and states.

Definition 1 (Worlds)
A world is a function from P to {0,1}. We denote by W the set of all worlds.

Definition 2 (States)
A state is a set of worlds. We denote by S the set of all states.

The meaning of a sentence will be defined in terms of the notion of support (just
as, in a classical setting, the meaning of a sentence is usually defined in terms of
truth). Support is a relation between states and formulas. We write s = ¢ for
‘s supports ¢’. Intuitively, the support relation captures the conditions under
which a formula ¢ is redundant in a state s, meaning that ¢ does not provide
any information that is not already available in s and does not raise any issues
that are not already resolved in s. This intuition will be made more precise
momentarily, when formal notions of informativeness and inquisitiveness have
been introduced, see in particular fact below []

Definition 3 (Support)

sEp iff Ywes:wp) =1

skE L iff s=10

sEeAY  iff skpands
sEove i skgorsku
sEp—=Y iff VtCs:iftE @ thentE=vy

It follows from the above definition that the empty state supports any sentence .
Thus, we may think of ) as the absurd state. The following two facts bring out
two basic properties of the support relation.

Fact 1 (Persistence). If s |= ¢ then for everyt C s: t = ¢
Fact 2 (Singleton States Behave Classically). For any w and ¢:

{w}Ee <<= wlEy in cassical propositional logic

! For further discussion of the notion of support we refer to [IT/T9]. Inqs can also
be presented in such a way that support is not the basic notion [10I32]. Rather,
this alternative mode of presentation starts with a direct recursive definition of the
propositions expressed by the formulas in the language. The proposition expressed
by a formula ¢ then determines in which states ¢ is informative and/or inquisitive,
and in which states ¢ is supported.
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It can be derived from definition [3 that the support-conditions for -, !¢, and
?¢ are as follows.

Fact 3 (Support for Negation and the Projection Operators)

1. sE—p ff Ywes:wlEop
2.5l iff Ywes:wkEop
3. sEY dff sEporskE-p

In terms of support, we define the proposition expressed by a sentence.

Definition 4 (Propositions, Entailment, and Equivalence)

— [¢] = {seS|sE¢}
—pEY iff foradlls:ifsEp, then s =
So=v iff pEvandy =g

We will refer to the maximal elements of [p] as the alternatives for ¢.
Definition 5 (Alternatives). Let ¢ be a sentence.

1. Every mazimal element of [p] is called an alternative for .
2. The alternative set of @, [p], is the set of alternatives for .

The following result guarantees that the alternative set of a sentence completely
determines the proposition that the sentence expresses, and vice versa.

Fact 4 (Propositions and Alternatives). For any state s and sentence ¢:
s€lp] <= s is contained in some « € [¢]

Ezample 1 (Disjunction). Inquisitive semantics differs from classical semantics
in its treatment of disjunction. To see this, consider ﬁguresand In these
figures, it is assumed that P = {p, ¢}; world 11 makes both p and ¢ true, world
10 makes p true and ¢ false, etcetera. Figure depicts the classical meaning
of pV q: the set of all worlds that make at least one of p and ¢ true. Figure
depicts the alternative set of p V ¢ in Inqp. It consists of two alternatives. One
alternative is made up of all worlds that make p true, and the other of all worlds
that make q true.

We think of a sentence ¢ as expressing a proposal to update the common ground
of a conversation—formally conceived of as a set of possible worlds—in such a
way that the new common ground supports . In other words, given fact [ a
sentence proposes to update the common ground in such a way that the resulting
common ground is contained in one of the alternatives for ¢.

Worlds that are not contained in any state supporting ¢ will not survive any
of the updates proposed by ¢. In other words, if any of the updates proposed
by ¢ is executed, all worlds that are not contained in | J[¢] will be eliminated.
Therefore, we refer to |J[¢] as the informative content of .
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(a) (b) (c)

Fig.1. (a) classical picture of p V ¢, (b) inquisitive picture of p V ¢, and (c) polar
question 7p

Definition 6 (Informative Content). info(y) = J[¢]

Classically, the informative content of ¢ is captured by the set of all worlds in
which ¢ is classically true. We refer to this set of worlds as the truth set of .

Definition 7 (Truth Sets)
The truth set of ¢, |¢|, is the set of all worlds where ¢ is classically true.

The following result says that, as far as informative content goes, Inqp does not
diverge from classical propositional logic. In this sense, Inqp is a conservative
extension of classical propositional logic.

Fact 5 (Informative Content is Classical). For any ¢: info(p) = |p|

A sentence ¢ is informative in a state s iff it proposes to eliminate at least one
world in s, i.e., iff sNinfo(y) # s. On the other hand, ¢ is inquisitive in s iff in
order to reach a state s’ C s that supports ¢ it is not enough to incorporate the
informative content of ¢ itself into s, i.e., s Ninfo(¢) ~ ¢, which means that ¢
requests a response from other participants that provides additional information.

Definition 8 (Inquisitiveness and Informativeness in a State)

—  4s informative in s iff s N info(p) # s
—  4s inquisitive in s iff s N info(p) F ¢

As mentioned above, the support relation intuitively captures when a formula
 is redundant in a state s. The following fact establishes that this intuition is
reflected by the system in a very precise way: ¢ is supported by s just in case it
is neither informative nor inquisitive in s.

Fact 6 (Support as Redundancy)
— s | v iff ¢ is neither informative nor inquisitive in s.

Besides notions of informativeness and inquisitiveness relative to a state we may
also define absolute notions of informativeness and inquisitiveness.

Definition 9 (Absolute Inquisitiveness and Informativeness)

— @ is informative iff it is informative in at least one state.
— @ is inquisitive iff it is inquisitive in at least one state.
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By persistence (fact [Il), an alternative characterization of informativeness and
inquisitiveness can be given in terms of informative content, as follows.

Fact 7 (Inquisitiveness, Informativeness, and Informative Content)

— ¢ is informative iff info(p) # W
—  is inquisitive iff info(p) [~ ¢

Finally, by fact @ inquisitiveness can also be characterized in terms of the alter-
native set for a formula.

Fact 8 (Inquisitiveness and Alternatives)
—  is inquisitive iff [¢] contains at least two alternatives.

Ezample 2 (Disjunction Continued) As in the classical setting, pV q is informa-
tive, in that it proposes to eliminate worlds where both p and ¢ are false. But
it is also inquisitive, in that it proposes to move to a state that supports p or
to a state that supports ¢, while merely eliminating worlds where both p and ¢
are false is not sufficient to reach such a state. Thus, p V ¢ requests a response
that provides additional information. This inquisitive aspect of meaning is not
captured in the classical setting.

The fact that disjunction is hybrid in the formal system, does not as such em-
body an empirical claim that indicative disjunctions in natural language are
both informative and inquisitive. As is shown in [I9], the formal system is equally
applicable in case it can be argued that, e.g., in a language like English, the se-
mantic properties of informativeness and inquisitiveness are strictly divided over
the two syntactic sentential categories of indicative and interrogative sentences,
and that hybrid sentences do not exist. Inquisitive semantics offers a general
logical framework that can be used to formulate and compare different linguistic
theories that are concerned with informative and inquisitive aspects of meaning,
but it is not a linguistic theory in itself.

Definition 10 (Questions, Assertions, and Hybrids)

—  is a question iff it is not informative;
—  is an assertion iff it is not inquisitive;
—  is a hybrid iff it is both informative and inquisitive.

Ezample 3 (Questions, Assertions, and Hybrids) We saw above that pVgq is both
informative and inquisitive, i.e., hybrid. Figure depicts the alternative set
of I(p V q), which consists of exactly one alternative. So !(p V ¢) is an assertion.
Figure depicts the alternative set of ?p. Together the alternatives for 7p
cover the entire logical space, so 7p does not propose to eliminate any world.
That is, 7p is a question.

The framework of propositional basic inquisitive semantics makes it possible to
express a wide range of different types of questions. Next to simple polar ques-
tions like 7p, it can also deal with conditional questions like p — ?q, alternative
questions like ?(p V ¢), and choice questions like 7p V 7q.
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2.2 Compliance

We now move on to consider a particular notion of compliant responses. In order
to motivate this notion, consider the question in (1) and the responses in (la-d).

(1) Is Mary going to the party?
a. Yes, she is going.
b. John is going.
¢.  Yes, she is going, and John is going with her.
d. Yes, she is going; are you going as well?

We would like to have a notion of compliance under which (1a) is a basic compli-
ant response to (1), but (1b-d) are not. (1b) should not count as a basic compli-
ant response because it does not resolve the issue raised by (1), (1c) should not
count as a basic compliant response because it provides more information than
is necessary to resolve the issue raised by (1), and (1d) should not count as a
basic compliant response because, besides providing exactly enough information
to resolve the issue raised by (1), it also raises a new issue. Thus, basic compliant
responses are those responses that provide exactly enough information to resolve
the given issue and do not raise any new issues.

Definition 11 (Basic Compliant Responses)
1 is a basic compliant response to ¢ just in case:

1. v is an assertion

29k
3. There is no assertion & such that ¢ =&, Y £, and § = ¢

Equivalently, a basic compliant response to a formula ¢ may be characterized
as an assertion whose informative content coincides with one of the alternatives
for ¢. For, a response to ¢ is issue-resolving just in case it provides enough
information to establish a state that supports ¢. A basic compliant response is
defined as a minimally informative issue-resolving assertion, that is, one that
establishes a minimally informed state that supports ¢. By definition, these
states are precisely the alternatives for ¢.

Fact 9 (Basic Compliant Responses)
Y is a basic compliant response to ¢ iff [¢] = {a} for some a € [¢].

If ¢ is a question, then the basic compliant responses may be viewed as the basic
answers to the question, corresponding to those answers that are usually called
direct or principal answers in various erotetic frameworks [2I129)2534]. Thus, a
theory of compliance is also automatically a theory of answerhood for questions.

It should be emphasized that basic compliant responses are not supposed to
be the only responses to a given sentence that are predicted to be compliant. In
terms of basic compliant responses, a more general notion of compliant responses
can be defined (see [20]). In the case of questions, among the non-basic compliant
responses we find partial answers, as well as sub-questions. For our present pur-
poses, however, considering the general notion of compliance is of little interest.
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For, the problem we will focus on concerns essentially the determination of the
set of basic compliant responses to a sentence.

As long as we restrict ourselves to the language of propositional logic, the
notion of basic compliant responses, and the more general notion of compliance
that it gives rise to, seem to give satisfactory results (again, see[20]). However,
we will see right below that this is no longer generally the case if we move to the
first-order setting.

2.3 First-Order InqB

Let £ be a first-order language. The worlds that make up a state will now be
first-order models for £. We will assume that all worlds in a state share the
same domain and the same interpretation of individual constants and function
symbols. This assumption is enacted using the notion of a discourse model.

Definition 12 (Discourse Models)
A discourse model D for L is a pair (D,I), where D is a domain and I an
interpretation of all individual constants and function symbols in L.

Definition 13 (D-worlds and D-states)
Let D = (D, I) be a discourse model for L. Then:

— A D-world w is a model (D, I,) such that D, = D and I, coincides with
I as far as individual constants and function symbols are concerned. The set
of all D-worlds is denoted by Wp.

— A D-state is a set of D-worlds. The set of all D-states is denoted by Sp.

Thus, a D-state s is a set of first-order models for £ that are all based on the
same discourse model . This means that all the models in s share the same
domain, and assign the same interpretation to individual constants and function
symbols. The interpretation of predicate symbols is not fixed by D, and may
therefore differ from model to model in s. This amounts to the assumption
that the domain of discourse and the interpretation of individual constants and
function symbols are common knowledge among the participants, and that the
exchange of information only concerns the denotation of the predicate symbolsg

The definitions below assume a fixed discourse-model D = (D, I) for £. More-
over, for any assignment g, we denote by |¢|, the truth set of ¢ relative to g,
i.e., the set of worlds w such that w =4 ¢ in classical first-order logic.

Definition 14 (Support in First-Order Inqg)
Let s be a D-state, g an assignment, and ¢ a formula in L.

skEg @ iff sClelg  for atomic ¢
skEy L iff s=0

2 This simplifying assumption is made here for ease of exposition. A similar semantics
without this assumption is also conceivable, but the extra complexity involved would
not be relevant to the issue we shall be concerned with.
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skEqg ANy iff sy e and s g
skEgeVY dff skEgporskEgY
skEge—=Y iff YtCs:iiftl=g e thent =41
sEg Voo iff s FEglesa ¢ foralld € D
sy 3vp  iff s Eglasq ¢ for somed € D

Definition 15 (Propositions, Entailment, and Equivalence)

—lely = {sedplshky e}
—oEY iff foralD, s andg: if s =4 @, then s =4 ¥
—e=v iff eEYadyEye

All the basic logical notions defined in the propositional setting, like informative-
ness, inquisitiveness, questions, assertions, and hybrids, carry over immediately
to the first order setting. As is to be expected, given the inquisitive nature of
disjunction, the existential quantifier is inquisitive as well. A state s may well
embody the information that at least one object in the domain has the property
P, without supporting the existential 3x.Pzx. For, the former merely requires
that in every world w € s there be some object d € D such that d € I,(P). In
order to support Jz.Px, on the other hand, there must be some object d € D
such that in every w € s: d € I,,(P). In other words, what is required to support
the existential 3x. Pz is that there be a specific object which is known in s to
have the property P.

The inquisitive nature of existential quantification makes it possible to express
mention-some questions in the logical language. But, witnessing the status of
inquisitive semantics as a general logical framework, it is equally possible to
express mention-all questions: Vz.? Pz is only supported in a state s if the full
denotation of the predicate P is known, i.e., if all worlds in s agree on the
denotation of P.

In effect, this means that two of the main rival theories of questions in natu-
ral language semantics, the Hamblin analysis [24] and the partition analysis [21],
may both be formulated and compared within the logical framework of inquisi-
tive semantics. At the same time, the framework provides the means to express
certain types of questions, such as conditional questions, that are not, or at least
not obviously, within the reach of either of these two theories.

2.4 The Boundedness Problem

All the basic properties of the propositional system having to do with informative
and inquisitive content still hold in the first order setting. For instance, the
classical treatment of informative content is still preserved (fact [2).

However, one feature of the system is not preserved: the proposition expressed
by a sentence is no longer fully determined by the alternative set of that sentence
(fact @). In other words, it is no longer the case that every state supporting ¢ is
contained in a maximal state supporting . In fact, as shown by Ciardelli [6l/7],
there are first-order formulas that do not have any maximal supporting states.
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Example 4 (The boundedness formula). Consider a language which has a unary
predicate symbol P, a binary function symbol +, and the set N of natural num-
bers as its individual constants. Consider the discourse-model D = (D, I), where
D =N, I maps every n € N to itself, and + is interpreted as addition. Let z < y
abbreviate 3z(z + z = y), let B(x) abbreviate Vy(P(y) — y < z), and for every
n € N, let B(n) abbreviate Yy(P(y) — y < n). Intuitively, B(n) says that n is
greater than or equal to any number in P. In other words, B(n) says that n is
an upper bound for P.

A D-state s supports a formula B(n), for some n € N, if and only if B(n)
is true in every world in s, that is, if and only if n is an upper bound for P
in every w in s. Now consider the formula Jz.B(x), which intuitively says that
there is an upper bound for P. This formula, which Ciardelli refers to as the
boundedness formula, does not have a maximal supporting state. To see this,
let s be an arbitrary state supporting Jz.B(x). Then there must be a number
n € N such that s supports B(n), i.e., B(n) must be true in all worlds in s. Now
let w* be the D-world in which P denotes the singleton set {n + 1}. Then w*
cannot be in s, because it does not make B(n) true. Thus, the state s* which is
obtained from s by adding w* to it is a proper superset of s itself. However, s*
clearly supports B(n + 1), and therefore also still supports Jz.B(x). This shows
that any state supporting Jx.B(z) can be extended to a larger state which still
supports Jz.B(x), and therefore no state supporting Jz.B(x) can be maximal.

This example shows that our notion of basic compliant responses, which makes
crucial reference to maximal supporting states, does not always yield satisfactory
results in the first-order setting. At first sight, it is tempting to conclude from
this observation that there must be something wrong with the given notion of
basic compliant responses. However, the problem is deeper than that. Namely,
the following example, again from [6[7], shows that the very notion of meaning
assumed in Inqp is not fine-grained enough to serve as a basis for a suitable
notion of compliance in the first-order setting.

Ezample 5 (The positive boundedness formula). Consider the following variant
of the boundedness formula: 3z(x # 0 A B(x)). This formula says that there is a
positive upper bound for P. Intuitively, it differs from the ordinary boundedness
formula in that it does not license B(0) as a compliant response. However, in
terms of support, 3z(x # 0 A B(z)) and Jz.B(x) are equivalent. Thus, support
is not fine-grained enough to capture the fact that these formulas intuitively do
not have the same range of compliant responses.

3 An Inquisitive Witness Semantics

In this section we will develop a first-order inquisitive witness semantics, Inqw,
which explicitly reflects the idea that an existentially quantified sentence like
Jx.Px is supported in a state if and only if there is a specific witness in that
state which is known to have the property P.
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This idea is not entirely new. For instance, when informally describing the
clause for existential quantification in Inqp, Ciardelli [7] writes that “an exis-
tential will only be supported in those states where a specific witness for the
existential is known.” However, in Inqp, states merely encode a certain body of
information. To know a witness for a certain property is simply to know that
the property holds of a specific individual. To say that a sentence introduces
a witness, then, is just to say that the sentence provides the information that
a certain individual has a certain property. But notice that, on this notion of
witnesses, (i) a sentence may introduce infinitely many witnesses and (ii) these
witnesses need not even be mentioned explicitly by the sentence. To deal with
compliance, we need a stricter notion of witnesses: only individuals that are
explicitly mentioned in the conversation should count as such. So, we need to
devise a system which keeps track of the mentioned individuals, alongside the
information that has been provided about them

3.1 Witnesses, States, and Support

In developing such a system, the first question to ask is what our formal notion
of witnesses should be. The simplest answer would be that witnesses are objects
in the domain D. This is indeed sufficient for the simplest cases of existential
quantification. For instance, it would be reasonable to think of a state s as
supporting a sentence dz. Pz just in case there is a specific object d € D which is
known in s to have the property P. However, this notion of witnesses as objects in
D is not general enough. In particular, it becomes problematic when we consider
formulas where an existential quantifier is embedded under a universal quantifier.
For instance, it would not be appropriate to think of a state s as supporting a
sentence Vx.dy.Rzry just in case there is a specific object d € D which is known
in s to stand in the relation R with all other objects in D. Intuitively, this is not
what Vz.3y. Rzy requires.

To avoid problems of this sort, we will take witnesses to be functions from
D™ to D, where n > 0. Notice that some of these functions are 0-place functions
into D, which can simply be identified with objects in D. So witnesses can still
be objects in D. But they can be other things as well.

In the definitions below, we will assume a fixed first-order language £ and a fixed
discourse-model D = (D, I) for L.

Definition 16 (Witnesses)

— For any n € N, let D}, be the set of functions §: D™ — D.
— Then D* = Unzo Dy is the set of all witnesses based on D.

3 In the concluding section of the paper, we will see that to completely solve the
problem under investigation, it is not sufficient to keep track of the mentioned indi-
viduals and the information provided about them, but that we should also keep track
of which part of the information provided is about which individual. The system to
be introduced below achieves the former, but not the latter.
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The next step is to reconsider our notion of a state. Before, states were sets of
worlds, reflecting a certain body of information. Now states will not only reflect
a certain body of information, but also contain a set of witnesses. We will assume
that the set of witnesses available in a state always includes the identity function.
The rationale behind this assumption will become clear in a moment, when we
define how witnesses are put to use in the semantics.

Definition 17 (States with Witnesses)

— A D-state is a pair (V, A), where V is a set of D-worlds and A is a finite set
of witnesses based on D, which contains the identity function id : D — D.

— The set of all D-states is denoted by Sp.

— If s =(V, A) is a D-state, then worlds(s) ==V and witn(s) = A.

We will often drop reference to D, and simply refer to D-states as states. The
set of all states is partially ordered by the following extension relation.

Definition 18 (Extension). Let s and t be two states. Then we say that s is
an extension of t, s > t, iff worlds(s) C worlds(t) and witn(s) D witn(t).

Notice that there is a minimal state, namely top := (W, {id}), of which any other
state is an extension. The extension relation will be used in the support defini-
tion, in particular in the clause for implication: a state s supports an implication
iff every extension of s that supports the antecedent, supports the consequent
as well.

Before turning to the definition of support, however, we introduce two more
auxiliary notions. The first is the notion of a witness feed. The role of these
witness feeds will be similar to that of assignments: they will be used to store
certain information in evaluating whether or not a certain formula is supported
by a certain state. In particular, they play a role in evaluating existentially
quantified formulas in the scope of one or more universal quantifiers. This will
be further explained once we have specified the support relation.

Definition 19 (Witness Feeds). A witness feed € is a finite subset of D.

Finally, we assume that the interpretation I of individual constants and function
symbols in our discourse model D is extended in the following natural way to an
interpretation of all terms ¢ € L: if the free variables occurring in ¢ are, orderly,
Z1,y...,Tn, then I(t) is the function D™ — D which maps a tuple (d1,...,dy) €
D™ to the element d € D denoted by the term ¢ in D when z; is interpreted as
d; foralli=1,...,n.

We now have all the necessary ingredients to state the support relation.

Definition 20 (Support in Inqy)
Let s be a D-state, g an assignment, € a witness feed, and ¢ a formula in L.

sEge R(t1,....tn) iff (i) worlds(s) C |R(t1,...,tn)lg
(i) I(t;) € witn(s) fori=1,...,n
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sFge L iff  worlds(s) = ()

sEge ANV iff skEge ¢ and sEge

S ):!LE ‘P\/qﬁ Zﬁ s ):g,e w ors ):g,e '(/J

SEge o= iff VE>s:iftlEge @ thent =g 1

s Fge V2.0 iff s Fyudeoay @ for alld €D

5 Fge 3.0 iff S HRa/s(er,..en),e @ for somed € witn(s) andey,... e, €¢

We will use s =, ¢ as an abbreviation of s |=;,9 . The clauses that have
changed w.r.t. Inqp are those for atomic formulas, implication, universal quan-
tification, and existential quantification. Let us look at these four clauses in some
detail.

Atoms. For a state s to support an atomic sentence R(tl, ..., tp), the sentence
has to be true in all worlds in worlds(s), as before, but moreover, for every
term t;, the function I(¢;) that it denotes must be available as a witness in
witn(s). To illustrate this, consider the formula R(a, f(b)) where a and b are
individual constants and f is a unary function symbol. Suppose I(a) = d; and
I(f(b)) = dq: then a state s supports the sentence R(a, f(b)) if and only if (i)
for every w € worlds(s) we have that (di,d2) € I,(R), and (ii) dy and dy are
available as witnesses in witn(s).

Recall that in uttering a sentence, a speaker proposes to update the common
ground of the conversation in such a way that it comes to support the sentence.
Thus, in particular, in uttering R(a, f(b)), a speaker proposes to add d; and ds
to the witness set of the common ground. In this sense, we can think of atomic
sentences like R(a, f(b)) as introducing new witnesses. We will see that other
sentences, in particular existentials, may request a response that introduces new
witnesses.

Implication. In order to determine whether a state s supports an implication
@ — 1 we have to consider all extensions ¢ of s that support ¢. An extension
t of s is a state such that worlds(¢) C worlds(s) and witn(¢) 2 witn(s). Thus, it
may be that all the extensions of s that support ¢ contain certain witnesses that
are not contained in s itself. This means that if 1) requires certain witnesses, as
long as we need to introduce them to support ¢, it is not necessary for s as such
to already contain them for the implication to be supported in s.

To illustrate this, let us show that top |=gepsiton Pa — Jzx.Pz. Given the
atomic clause, every t > top that supports Pa must be such that I(a) € witn(t).
In other words, every ¢ > top that supports Pa contains a witness, namely I(a),
which is known to have the property P. It follows that ¢ Fgepsiton 3.P(2),
which in turn means that top FEgepsiton Pa — Jz.Px, even though top itself
does not contain any witnesses besides the identity function.

Universal Quantification. The clause for universal quantification is very much
like the clause we had in Inqp. Only now the witness feed plays a role as well.
In determining whether a state s supports a formula Vz.po we do not only set
the current assignment g to g[z/d], but we simultaneously augment the current
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witness feed ¢ with the same object d. Then we check whether ¢ is supported
by s relative to the adapted assignment and the augmented witness feed. As we
will see below, the augmented witness feed is put to use when ¢ contains an
existential quantifier.

Ezistential Quantification. In checking whether s }=,. 3Jx.¢ holds, we have to
check whether s |=g[;/4, ¢ holds for some object d € D which is obtained
by applying some witness & € witn(s) to objects ey,..., e, in the witness feed.
We call this element d a witness for the existential. This means that in utter-
ing Jx.Px, a speaker requests a response that introduces a suitable witness and
establishes of this witness that it has the property P. The fact that the set of
witnesses always contains the identity function id ensures that any element e of
the witness feed can always be used itself as a witness for an existential, since e
can be obtained by applying id to e. The invariable presence of the identity func-
tion in the witness set, required by our definition of states, is designed precisely
to make the elements of the current witness feed directly available as witnesses
for an existential.

Ezample 6 (Interaction between ezistentials and universals). Consider the sen-
tence Vz.3y.Rry. In order to determine whether s |5 Vz.3y.Rzy, we have to
check whether s |5(;/4),tay Jy.-Rxy for all d € D. And this means that we have
to verify whether for every d € D, there is a witness f € witn(s) such that
5 Fyla/d)ly/f(d....d)].{d} Dry. This witness f may be an element of the domain,
a unary function, or a function of higher arity. It may also be the identity func-
tion, which, as we saw, means that the element d itself may serve as a witness for
the existential. This, then, is how universal and existential quantifiers interact:
universal quantifiers add objects to the current witness feed, and these objects
then may serve as input for functional witnesses that may be needed for exis-
tentials in the scope of a universal. In this way, the witness that is required for
the embedded existential in Vz.3y. Rxy may functionally depend on the value of
z under the current assignment. We will return to this example in section [3.5]
where we illustrate the relevance of Inqy, for natural language semantics.

Asin Inqp, support is persistent. That is, if a state s supports a formula ¢ relative
to a certain assignment g and a certain witness feed e, then any extension of s
also supports ¢ relative to g and €.

Fact 10 (Persistence). Ifs=,. ¢ andt > s, thent =4 ¢

Also as in Inqp, we take = to be an abbreviation of ¢ — L, and !¢ an abbre-
viation of =—p. The derived clauses for = and ! read as follows.

Fact 11 (Support for Negation)

— skEge mp iff forallw € worlds(s): w ey ¢ classically
—skEge o iff forallw e worlds(s): wl=, ¢ classically



Towards a Logic of Information Exchange 65

3.2 Propositions, Entailment, and Equivalence

Based on the notion of support, we define the proposition expressed by a formula,
and the notions of entailment and equivalence, just as in Inqg. Recall that our

definitions assume a fixed first-order language £ and a fixed discourse-model
D= (D,I) for L.

Definition 21 (Propositions, Entailment, and Equivalence)

1. [ply = {seSplsky ¢}
2. o=y iff forallD, s and g:if s =4 @, then s =4 ¥
8. o=¢ iff pEYandyEgp

In Ingp, states were sets of possible worlds, ordered by inclusion, and we re-
ferred to mazimal states supporting ¢ as alternatives for ¢, where maximality
was determined by the inclusion-order. Thus, alternatives for ¢ in Inqp were
minimally informed states supporting . In Inqyy, states are ordered by the ex-
tension relation, >, and alternatives for ¢ will be defined as >-minimal states
supporting . Thus, in Inqy, alternatives for ¢ are states that support ¢ with a
minimum amount of information and a minimal set of witnesses

Definition 22 (Alternatives). Let ¢ be a formula and g an assignment.

1. Every >-minimal element of ]y is called an alternative for ¢ relative to g.
2. The alternative set of ¢ relative to g, [¢lg, is the set of alternatives for ¢
relative to g.

We also introduce notions of factive support, entailment, and equivalence, which
ignore witness issues.

Definition 23 (Factive Support, Entailment, and Equivalence)

1. VS ¢ iff thereis a state s with worlds(s) =V such that s =4 ¢
2.0 ¢ iff forallV,g: if VIES @, then V=g ¢
9= dff ¢F YaddE ¢

Witness sensitivity was introduced in order to be able to discriminate sentences
that differ in the responses they license. Factive notions disable this sensitivity,
thus taking into account only inquisitive and informative content of sentences.
Not surprisingly, then, the system that we obtain by disregarding witness issues
in Inqy is precisely our good old Inqp.

Fact 12 (Factive Support and Support in Inqg)
VESeinlngw <<= Vi, pinlings
4 We do not know at this point whether the equivalent of fact @ holds for Inqw, that

is, whether any state that supports a formula ¢ relative to an assignment g must be
an extension of some alternative for ¢ relative to g.
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Clearly, this also means that factive entailment and equivalence in Inqy amount
to entailment and equivalence in Inqp. We say that a formula is witness-insensitive
in case it is supported by a state as soon as it is factively supported by the in-
formation available in that state.

Definition 24 (Witness Insensitivity)
@ is witness insensitive iff for all s,g: if worlds(s) =4 ¢, then s =4

Fact 13 (Partial Characterization of Witness Insensitivity)

1. An atomic formula is witness insensitive iff it does not
contain any individual constant or a function symbol;

1 s witness insensitive;

If p and v are witness insensitive, so are ¢ V 1 and o A p;
If ¢ is witness insensitive, so is p — ;

Jx.p is not witness insensitive for any p;

. Vx.p is witness insensitive iff ¢ is witness insensitive.

S Crds Lo o

Given that negation = is defined as ¢ — 1, and non-inquisitive projection !y as
=, item 2 and 4 above guarantee that negation and non-inquisitive projection
block witness sensitivity of their complement.

3.3 Informativeness and Inquisitiveness

As before, we define the informative content of a sentence ¢ relative to an as-
signment g as the set of worlds that are contained in at least one state that
supports ¢ relative to g.

Definition 25 (Informative Content). info,(p) = |J{worlds(s) | s € [¢]4}-

Also as before, the informative content of a sentence ¢ relative to an assignment
g always coincides with the truth set of ¢ relative to g, |¢|g, i.e., the set of worlds
that satisfy ¢ in classical first-order logic relative to g. So as far as informative
content is concerned, Inqy, does not diverge from classical first-order logic.

Fact 14 (Informative Content is Classical). For any ¢, g: info,(¢) = |¢l|,

In terms of the informative content of a formula, we define whether it is infor-
mative and/or inquisitive.

Definition 26 (Inquisitiveness and Informativeness in a State)

— ¢ is informative in s w.r.t. g iff worlds(s) N infoy () # worlds(s)
— ¢ is inquisitive in s w.r.t. g iff worlds(s) N infoy(p) g @

As before, we also define absolute notions of informativeness and inquisitiveness.
Definition 27 (Absolute Inquisitiveness and Informativeness)

— ¢ is informative iff for some g: info,(¢) # W
—  is inquisitive iff for some g: info,(p) =g ¢
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The following fact reports that the notions of informativeness and inquisitiveness
in Inqyw correspond exactly with those in Inqp.

Fact 15 (Informativeness and Inquisitiveneness in Inqy and Inqp)

— @ 1s informative in Inqy, iff ¢ is informative in Ingp
— @ 1s inquisitive in Inqy, iff @ is inquisitive in Ingp

All notions in Inqp that are defined in terms of informativeness and inquisitive-
ness, such as the notions of assertions, questions, and hybrids, remain precisely
the same in intension and extension. Only, now within each class there is a
further distinction between witness sensitive and witness insensitive formulas.

Compliance. The notion of basic compliant responses that we had in Inqp car-
ries over straightforwardly to Inqy . Recall that in Inqp, the basic compliant
responses to a sentence ¢ were characterized as those responses that provide
precisely enough information to establish a state that supports ¢, without rais-
ing any new issues. In Inqy, states do not only contain information but also
witnesses, and support sometimes requires the presence of such witnesses. Thus,
in Ingqy the basic compliant responses to ¢ are naturally characterized as those
responses that provide precisely enough information and precisely enough wit-
nesses to establish a state that supports ¢, without raising any new issues. This
is captured by our earlier definition of basic compliant responses, definition [IT]
provided that the notion of entailment from Inqg is replaced by the notion of
entailment from Inqyy .

3.4 The Boundedness Problem Resolved

Now that we have discussed some of the basic logical properties of Inqy, let
us return to the problem that we set out to resolve. The boundedness formula
was problematic for Inqp in two crucial ways: first, it provided an example of
a formula to which we could associate no basic compliant responses; second, it
was semantically equivalent to its positive variant which, intuitively, licenses a
different range of compliant responses. Let us start by observing that the latter
problem no longer arises in Inqyy: thanks to the witness machinery, Inqy is fine-
grained enough to detect the differences between the two boundedness formulas.

Fact 16 (The Boundedness Formulas)
The boundedness formula and the positive boundedness formula are not equiva-
lent in Inqy .

Proof. Consider a state s such that:

— worlds(s) = {w}, where I,,(P) = {0}
— witn(s) = {id, 0}

This state factively supports both 3z.B(z) and Jz.(x > 0AB(z)). However, while
the boundedness formula is supported in s tout court, s = 3x.B(x), the positive
boundedness formula is not, s = 3z.(z > 0AB(z)). So, the boundedness formula
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and the positive boundedness formula are not equivalent in Inqy, (although they
are factively equivalent). m]

Now that we ensured that the two boundedness formulas can be distinguished,
we would like our semantics to predict for each of them its expected range of
basic compliant responses. The following fact shows that Inqy, achieves this as
well.

Fact 17 (Basic Compliant Responses to the Boundedness Formulas)

— For anyn >0, B(n) is a basic compliant response to 3x.Bx
— For any n > 0, B(n) is a basic compliant response to Jx.(x # 0 A Bx),
but B(0) is not a basic compliant response to Jx.(x # 0 A Bx).

How can Inqyy get this prediction right? Let us examine this more closely. In Inqp,
an assertion entails another simply in case the informative content of the former
entails the informative content of the latter. Now, for any number n, the infor-
mative content of B(n) entails the informative content of B(n + 1). Therefore,
B(n) = B(n+1) in Inqp. Thus, we have an infinite chain B(0), B(1), B(2),...
of weaker and weaker responses, all of which resolve the issue raised by 3zB(z).
None of these responses is minimally informative, and so, none is predicted to
be a basic compliant response.

In Inqw, on the other hand, entailment is more demanding. For an assertion
1 to entail another assertion y, entailment of informative content is no longer
sufficient: it should also be the case that 1 introduces all the witness that y
introduces. This prevents B(n) from entailing B(n + 1), since, unlike the latter,
the former does not introduce the witness n + 1. Thus, from the point of view
of Inqy, every assertion B(n) constitutes a minimal way to resolve the issue
raised by Jz.Bz, where the minimality concerns now not only the information
provided, but also the witnesses introduced.

Notice that, by means of factive entailment, Inqyy is still capable of accounting
for the fact that the informative content of one compliant response may entail
the informative content of another. If this happens, the stronger response will
be quantitatively preferred pragmatically over the weaker one. For instance,
B(1) and B(135) are both basic compliant responses to 3x.Bz. However, B(1)
factively entails B(135). If the information state of the responder supports B(1),
then it would be misleading for her to actually choose B(135) as a response. In
general, if ¥ and x are two basic compliant responses to , and 1 factively entails
X, then 1) is preferred over x as a response to .

Definition 28 (Comparing Basic Compliant Responses)
Let ¢ be an inquisitive initiative, let ¥ and x be two basic compliant responses
to @, and let o be an information state, i.e., a set of worlds. Then:

1. ) is preferred over x as a response to ¢ iff v = x and x Z .
2. v is an optimal response to ¢ in o iff
— o Cinfo(v¢), and
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— for every basic compliant response £ to ¢ that is preferred over i,

o € info(§).

To illustrate the notion of an optimal response, consider an information state
consisting of three worlds, one where the highest element of P is 5, one where it
is 14, and one where it is 3. The optimal response to 3x.Bz in this information
state is B(14). This accounts for the intuition that, on the one hand, any response
B(n) with n < 14, even though compliant, would be qualitatively inappropriate,
while any response B(n) with n > 14 would be quantitively dispreferred. The
only optimal response in this scenario is B(14).

3.5 An Example from Natural Language

In this section we will briefly illustrate the potential of the proposed notion of
compliance by means of an example from natural language. Consider a quantified
question like Who does every man like?. As has been discussed widely in the
literature (e.g., [BUI3I21]), such questions allow for different types of responses,
e.g., Mary, himself, or his mother. If this question is formally represented as
Vz.Jy.Rxy these different types of responses are accounted for in a uniform way.
We illustrate this below for Inqyy. However, since boundedness issues do not play
a role in this particular example, the same results are also obtained in Inqpg.

Consider what is needed for a state s to support Vz.3y. Rxy. If we assume that
witn(s) does not contain any witnesses, apart from the identity function, which
is always an element of witn(s), then we must have that (d,d) € I,,(R) for every
d € D and every w € worlds(s). The >-minimal state that satisfies this condition
is one of the alternatives for Va.3y.Rxy. It is also the unique alternative for the
response himself (Vx.Rxz). Thus, this is a basic compliant response.

Now consider a state s such that witn(s) contains an object m, and such that
(d,m) € I,(R) for every d € D and every w € worlds(s). The >-minimal state
that satisfies these conditions is another alternative for Va.3y. Rzy. It is also the
unique alternative for the response Mary (Vx.Rxm). Thus, this is another basic
compliant response.

Finally, consider a state s such that witn(s) contains a 1-place function f which
maps every individual in D to his mother, and such that (d, f(d)) € I,,(R) for
every d € D and every w € worlds(s). The >-minimal state that satisfies these
conditions is again one of the alternatives for Vx.3y.Rxy. It is also the unique
alternative for the response his mother (Yx.R(x, f(x))). Thus, this is yet another
basic compliant response.

4 Conclusions

In this paper, we addressed a problem that arises when the notion of compliance
introduced in [20)] is extended from a propositional setting to a first-order setting.
This notion of compliance is formulated within the basic inquisitive semantic
system, Inqp. We argued that the problem does not lie in the particular way the
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notion of compliance is defined, but rather in the fact that the system Inqp itself
is not fine-grained enough to capture compliance conditions, since sentences with
intuitively different sets of compliant responses are assigned the same semantic
value. As a consequence, no satisfactory notion of compliance can be defined
based on Inqp.

To fix this problem we developed a more sophisticated semantics, Inqy, in
which the conversational context is taken to include not only a certain body of
information, but also a certain set of witnesses. Along with information, sen-
tences may then request or provide certain witnesses. This semantic refinement
allows us to assign a different range of compliant responses to sentences having
the same informative and inquisitive content, but requesting different sorts of
witnesses. This extra semantic sensitivity allowed us to correctly characterize
the set of basic compliant responses for those examples that were problematic
for Inqp.

But how general is our solution? Is the system Inqy rich enough to account
for all semantic distinctions that are relevant to determine compliant responses?
Unfortunately, not quite. In fact, just before submitting this paper, we became
aware of a problematic case. Consider the setting of the earlier boundedness
formulas, but now suppose that our language has two unary predicates, P and
Q. Let Bp(x) == Vy(P(y) — vy < z) and let Bg(x) = Vy(Qy) — v < z).
Consider the following two sentences:

1. 3zBp(z) A JxBg(z)
2. dx(Bp(z) A Bg(z))

Intuitively, these two sentences have different basic compliant responses. Any
sentence of the form Bp(n)ABg(m), with n and m two natural numbers, should
count as a basic compliant response to the former, while only sentences of the
form Bp(n) A Bg(n) should count as basic compliant responses to the latter.
However, the two come out exactly equivalent, not only in Inqp, but also in
Inqw . It can be shown that the only basic compliant responses predicted by our
semantics are those of the form Bp(n)ABg(n). What is going on here is that the
witnesses for one formula interfere with the witnesses for another in a way they
are not meant to. Inqyy is still too coarse, in that it pools all witnesses together
in one witness set. What we need, it seems, is a system that treats witnesses
in a more refined way, keeping track of the properties or relations that they are
witnesses for. Evidently, the development of such a further refinement is a task
for future work.
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Abstract. Posture verbs which allow for an extended locative use, such
as sit, stand and lie, make reference to specific parts of the localized
object, to the orientation of prominent object axes and to positional
information, which are perceived by means of cognitive modules such
as gestalt recognition and spatial perception. These properties render
posture verbs an excellent object for the investigation of cognition and
language. This paper analyzes the three basic posture verbs of German
(sitzen ‘sit’, stehen ‘stand’ and liegen ‘lie’) in terms of frame represen-
tations. It turns out that frames can serve as a highly flexible device for
decompositional analyses that is at the same time a cognitively plausible
knowledge representation format.

Keywords: posture verbs, extended locative use, frame analysis, object
schemata, German, Korean, French.

1 Introduction

Posture verbs such as sit, stand, and lie basically denote particular postures of
individuals. According to [1] virtually all languages have posture verbs and, in
addition, often exhibit extended locative uses. For example, the English verb sit
in refers to the posture of an individual resting on the buttocks and also
allows for specifying the location of this individual by means of a locative PP.

(1) John is sitting on the swing.

Posture verbs (henceforth PVs) with a locative extension cannot be analyzed
in isolation, but need to be treated in the context of other locative expressions
such as the locative PPs that figure as their complements. By consequence,
any analysis of PVs has to be considered as part of an overall approach to the
relation between space and language which aims at an understanding of how
human language expressions make reference to space and location.

The last few decades have seen a considerable increase in the amount of studies
devoted to this topic. Given the restrictions of this paper, we cannot summarize,
let alone review, all the qualitative work that has been done in this area. From
a cognitive perspective, the general approaches by [17] and [34] have been par-
ticularly influential. In addition, there are numerous comprehensive anthologies
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such as [7, [10, 113, 123], to name just a few. There are also numerous works on
the spatial meaning of particular parts of speech, such as spatial prepositions
(12, 127, 136-39]), dimensional adjectives referring to the spatial properties of ob-
jects such as wide and long ([18420]), and locative verbs (|1, [14, 126]), which
comprise verbs such as hang (at) and stick (to) in addition to posture verbs.

The typological branch of the research area, one important exponent of which
is the Language and Cognition Group at the Max Planck Institute for Psycholin-
guistics, has revealed that languages differ significantly with respect to their
spatial reference systems (|22, [23]). According to Ameka and Levinson ([1]),
this diversity is in conflict with Landau and Jackendoff’s assumption ([17]) that
spatial language is of a rather schematic nature which abstracts away from prop-
erties such as object shape and is mainly carried by prepositions as in English.
Ameka and Levinson argue that languages with a large inventory of locative
verbs, in particular, are problematic in this respect since they have a full set of
contrastive locative verbs which often make specific reference to properties of the
figure and the ground, such as the number of axes, the presence of a canonical
orientation, and distinctions such as natural vs. cultural kind, flexible vs. rigid,
tall vs. stout, and container vs. flat surface.

Any formal representation must be able to cope with the cross-linguistic di-
versity of spatial language. In this paper, we will show that frame representations
in the sense of [3, 28] are ideal for this purpose as they provide us with a highly
flexible device while at the same time being a cognitively plausible, variable-free
representation format.

After a short introduction to our framework in the next section, we will apply
the frame model to the three basic German PVs sitzen ‘sit’, stehen ‘stand’, and
liegen ‘lie’ in section 3. Given the wide range of languages which have been
investigated for their posture verb repertories by the Nijmegen Language and
Cognition Group and others, this may seem rather unspectacular. However, there
are two reasons for our choice of German as an object language. First, German
is an instance of a language which uses a comparatively large set of about ten
verbs in basic locative constructions (|[16]). This makes German a good starting
point for exploring the potential of a frame analysis that can then be extended
to languages with larger inventories of locative verbs. Second, there are already
a number of investigations of German locative verbs and the subclass of PVs
on which we can build the frame approach (|4, [14, [16, I32] among others). In
particular, we will take the decompositional approach by |14] as a basis for the
frame representation of PVs and spatial prepositions. After the exemplary frame
analysis of the three basic German PVs, we will outline some possible extensions
of the frame approach in section 4.

2 The Framework

In our analysis of PVs, we will apply frame representations made up of recursive
attribute-value structures. The introduction of frames as a cognitively plausible
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format of knowledge representation has led to a paradigm shift in cognitive
science, artificial intelligence and other disciplines (|11, 25]), such that concepts
are no longer represented as atomic units but as complex structures built up
recursively of attributes with structured values. Feature lists and binary features
represent a preliminary stage in this process (cf. [§]).

Our frame approach mainly follows |3] in that we claim that the values of an
attribute in a frame may be arbitrarily complex frames themselves and that the
attributes in a frame can exhibit a cyclic structure. Furthermore, we add two as-
sumptions which are not explicitly found in [3]: first, we assume that attributes in
frames are functional in the sense that they assign unique values. Second, we do
not claim that the central frame node is necessarily a root of the frame graph (i.e.,
amnode from which all other nodes can be reached via directed arcs). Frames can be
represented by directed, labeled graphs with arcs corresponding to the attributes
and nodes corresponding to the values (for details see [28]). Figure [l shows the
graphs of simplified frames for the concepts rented apartment and sibling.

apartment person person

Fig. 1. Frame graphs of rented apartment (left) and sibling (right)

In the graphs, the labeled arcs represent the frame attributes while the node
labels indicate the type of the attribute values. For example, in the frame graph
of the concept rented apartment, the concept is modeled as an apartment which is
further specified by two attributes, namely OWNER and TENANT. Both attributes
have values of the type person. By typing frames and assuming a type signature,
the class of admissible frames can be restricted (cf. [28]). In a type signature, the
types are ordered in a hierarchy which is enriched by appropriateness conditions
which constrain the domain and range of attributes. Thus the type signature
determines which type of entities can have a certain attribute and of which type
the values of each attribute are. In the frame graphs, the assumption that frame
attributes are functional is modeled by the graph condition that a node may
not have two outgoing arcs labeled with the same attribute. The central node
of a frame, here the node labeled ‘apartment’, is marked by a double border. It
indicates that this frame is a frame about an apartment rented to somebody and
not about somebody renting or renting out an apartment. Note that the special
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notational treatment of the central node is necessary as it may not be a root or
the only root of the frame graph ([30]). The frame graph on the left in Figure
[ has two roots while the one on the right has no root. Nodes corresponding
to concept arguments are given a rectangular shape. As we treat nominal sortal
concepts like apartment as one-place predicates, the central nodes of their frame
graphs are argument nodes. The frame graph on the right in Figure Qlrepresents
the concept sibling as a person for which a second person exists with which the
first shares its mother. As sibling is a relational concept, its frame graph exhibits
two argument nodes.

In our decompositional approach to PVs, we have decided to apply frames
and not a formalism based on predicate logic as is commonly done since we
consider frames to be cognitively more adequate. Frame theories have always
been motivated cognitively: |3] argues that frames are used as a general format
in accounting for the content of mental concepts and gives empirical evidence
for attribute-value sets in cognition. [24] provides evidence for frames from a
linguistic perspective. In [31] a biologically motivated model for the cortical im-
plementation of frames is developed by applying the paradigm of object-related
neural synchronization. Recently, [35] have shown that the attribute-value struc-
ture of frames provides an adequate formalization of the theory of grounded
cognition. Moreover, the frame approach has already been successfully applied
in the analysis of the inferential use of perception verbs such as sound and feel
(like) (|12, 129]).

It is evident that the information represented in a frame graph can also be
expressed in predicate logic. However, if one compares both approaches, there
are advantages of frames which result from their variable-freeness: in contrast to
predicates in predicate logic, which fix the number of arguments they take and
their order, frames are more flexible. Additional attributes can be added and
substructures can be addressed via labeled symbols instead of ordered argument
positions. The main advantage is that in a decompositional frame analysis the
unity of a concept is always preserved while in an analysis in predicate logic the
elements constituting a concept can be scattered around only being connected
by shared variables. We argue that the confinement to recursive attribute-value
structures with attributes as basic elements will lead not only to more explicit-
ness but also to a cognitively more plausible, variable-free analysis of PVs.

3 A Frame Analysis of German Posture Verbs

The properties that are relevant to the choice of a specific PV in German were
established, among others, by [4, [14, [16, 32]. These properties include (i) the
way the localized object is kept in its position (e.g., support from below in the
case of sitzen ‘sit’ and support from above in the case of hingen ‘hang’), (ii)
the state of matter of the supporting medium (e.g., schwimmen auf ‘be afloat
on’ versus liegen auf ‘lie on’) and (iii) the orientation of the most prominent
object axis (e.g., die Leiter steht ‘the ladder is standing’ versus die Leiter liegt
‘the ladder is lying’). [14] proposes an analysis in which these properties are
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explicitly implemented as conjuncts in predicate logic representations. Following
[18], she assumes that part of the spatial requirements that are imposed by the
PV on the localized object is captured in object schemata.

Our account of PVs builds heavily upon the analyses proposed in |14, [18-20].
In particular, we adopt two important ingredients of their approaches: the sup-
port relation and object schemata. The support relation captures the fact that
PVs require the located object to be supported somehow in order to remain
in its position. As will be shown below, PVs differ with respect to which part
of the located object is supported. Object schemata are representations of the
spatial knowledge of objects. They consist of a hierarchy of object axes which
is determined by their saliency. Additionally, object schemata allow for further
characterization of object axes, such as identifying the so-called ‘canonical ver-
tical’, which is the axis that is aligned with the vertical if the object is in its
prototypical spatial configuration. In the following, we present an analysis of
the three German PVs sitzen ‘sit’, stehen ‘stand’, and liegen ‘lie’ in which the
support relation and object schemata are directly translated into frame repre-
sentations.

3.1 Sitzen ‘sit’

The German PV sitzen ‘sit’ basically refers to the posture of an individual resting
on the buttocks. Like English sit, sitzen allows for specifying the location of the
sitting individual by means of a locative PP as in

(2)  Hans sitzt auf der Schaukel.
Hans sits on the swing
‘Hans is sitting on the swing.’

Kaufmann (|14, p. 103]) proposes the representation of sitzen in which is
formulated within the framework of Two-Level Semantics (|5, 6] among others).

(3) a. sitzen ‘sit’: APAx [SIT(x) & P(x)]
b. Int(SIT(x))= Jy[supports(d-us(y), buttocks(x))]

In the representation of sitzen at the level of semantic form is given. Seman-
tic form is intended to be a minimal decomposition which is restricted to aspects
of meaning relevant to grammar, in particular to argument realization. The rep-
resentation in simply states that sitzen is translated into a conjunction of
a one-place predicate SIT(x) and an additional predicate P(x) which is to be
instantiated by the predicate contributed by the locative PP. The interpretation
of SIT(x) at the level of conceptual structure is provided in In contrast to
semantic form, conceptual structure is an elaborate semantic level, which can
be made more fine-grained in any direction that matters. The representation in
says that the predicate SIT is interpreted (‘Int’) as a relation between the
figure x and some supporting entity y such that the deictic upper side (‘d-us’)
of y supports the buttocks of x. In addition, the physical state of the supporter
must be solid, which is indicated by the subscript ‘s’ for ‘solid’.



78 T. Gamerschlag, W. Petersen, and L. Strobel

According to Kaufmann, the support relation is central to the interpretation
of sitzen. As a consequence, the characteristic form or shape of a sitting person
is rather epiphenomenal, resulting from the posture which has to be adopted in
order for the buttocks to be supported from below. This view is corroborated
by the fact that the verb sitzen cannot be applied directly to a person who
has a sitting posture but is kept in this position by the support of a body part
different from the buttocks. In German, one could refer to this by the complex
construction in einer sitzenden Haltung sein ‘be in a sitting posture’, but sitzen
as a matrix verb cannot be predicated directly of an individual in such a spatial
configuration. Additionally, as the example in demonstrates, a sitting person
does not necessarily need to adopt a prototypical sitting posture. Imagine a child
on a swing putting a lot of effort into swinging. Although it remains sitting on
the swing, the shape of its body will nearly never correspond to a prototypical
sitting posture.

Since our focus is on the conceptual properties of PVs, the frame represen-
tation of sitzen in Figure [2 below is based on the conceptual structure repre-
sentation in The central node of the frame, which is marked by a double
border, refers to the overall situation denoted by sitzen. The sitting individual
is introduced as the value of the THEME attribute.

theme sitting
individual

deictic upper
side

Fig. 2. Frame for sitzen ‘sit’

In line with Kaufmann’s analysis in the requirement that a specific part
of the body is supported is integrated by the mereological attribute BUTTOCKS.
The underside of the buttocks is the supported part of the body, i.e., it has a
supporter which is the deictic upper side of the supporting entity. Moreover, the
supporting entity has to be solid, which is implemented into the representation
by means of the frame attribute PHYSICAL STATE and the value ‘solid’.

Note that the complex frame for sitzen in Figure [ is yielded by expanding
the node sitting individual into several attribute-value pairs. However, the frame
can also be collapsed down to this node without a loss of information since the
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type sitting individual is already defined as exhibiting these attribute-value pairs
in the type signature. Thus, frames allow for zooming in and out of conceptual
representations by expanding nodes referring to complex concepts. This makes
them more flexible than the more rigid Two-Level Semantics representations
illustrated above.

The frame of sitzen in Figure[2 does not represent the locative extension of the
PV in which the location of the theme is specified in relation to another object
introduced as internal argument of a locative PP such as auf der Schaukel ‘on
the swing’. Following Kaufmann, we assume that the support relation evokes or
‘activates’ further locational meaning which allows for merging the above frame
with a figure-ground frame. This figure—ground frame integrates the locational
information specified by the local PP. In general, for local prepositions we follow
[36, 137 and others who assume that prepositions of this type single out specific
regions with respect to the referent of the internal argument of the preposition
and, in addition, predicate of an entity to be located in this specific region.
According to this view, the semantic form of the nondirectional reading of the
German preposition auf ‘on’ is represented as in which is taken from [14, p.
111]. The representation states that auf denotes a relation holding between an
object x which is located in the upper region of another object y. In addition,
the second conjunct requires x to have contact with y since auf is a preposition
which always involves contact. This conjunct is necessary in order to differentiate
auf from dber ‘above’, which also denotes location in the upper region of some
object but does not imply contact.

(4)  auf ‘on’ [[DIR]: AyAx [LOC(x, UPPER REGION(y)) & CONTACT(x,y)]

The representation in can be translated into the frame in Figure Bl which
contributes a figure-ground schema with the located entity and the reference
object being introduced as values of the attributes FIGURE and GROUND, respec-
tively. The meaning of the preposition is integrated into this frame as identifying
the LOCATION of the figure with the UPPER REGION of the ground. The bidirec-
tional broken arrow indicates that the instantiations of figure and ground are
restricted to objects which are in physical contact with each other.

If sitzen is combined with a subject and a local PP headed by auf, the frames
contributed by the three elements are merged into a complex frame in which
the values of the THEME of the sitzen frame and the FIGURE of the auf frame
are unified. This is illustrated by the frame for the sentence Hans sitzt auf der
Schaukel ‘Hans is sitting on the swing’ in Figure [

The sitzen frame in Figure [2] necessarily involves contact of the supported
object with the supporter since support in general cannot be conceived without
contact. At the same time, the frame contributed by the preposition auf requires
contact of the figure with the ground. Consequently, the ground is identified as
the supporting entity, which is indicated by the thick arrow between the ground
and the object whose upper side serves as supporter.

The region indicated by auf leaves some room for interpretation as to which
part of the swing serves as the actual supporter: if Hans is located in the upper
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Fig. 4. Frame for Hans sitzt auf der Schaukel ‘Hans is sitting on the swing’

region immediately above the seat, he is supported by this part of the swing. If,
however, the design of the swing also consists of beams, its upper region addition-
ally comprises the region above the top beam so that the frame in Figure ] could
also represent a situation in which Hans is located on the top beam. This second
constellation is less expected since the design of a swing does not necessarily
involve a beam construction and moreover its purpose requires being located on
the seat. Nevertheless, the frame in Figure [ allows for such a flexibility, which
is in accordance with the interpretation of the natural language example in
Interestingly, the same ambiguity arises with other kinds of supporting entities
such as armchairs and sofas which allow for (noncanonical) sitting on the back
or armrestsﬂ

Also note that the supporting entity and the ground are not necessarily iden-
tified. This becomes evident if auf is substituted by another preposition which
does not imply contact, such as unter ‘under’ in Hans sitzt unter dem Baum

! We owe the observation concerning the interpretative flexibility of the frame in Figure
M to an anonymous reviewer.
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‘Hans is sitting under the tree’. In this sentence the supporting entity remains
unrealized since it cannot be identified with the ground tree ‘Baum’.

The frame analysis of sitzen can easily be extended to the PV knien ‘kneel’,
as in Hans kniet auf dem Boden ‘Hans is kneeling on the ground’. Like sitzen,
knien requires solid support from below and only differs from sitzen in that the
knees rather than the buttocks are supported.

3.2 Liegen ‘Lie’

In contrast to sitzen ‘sit’, liegen ‘lie’ cannot be sufficiently analyzed without
making reference to object axes since liegen does not involve a specific part of
an object, such as its back, as might be assumed. This is shown by the different
positions of a brick illustrated in Figure [l below.

Fig. 5. Different orientations of bricks referred to by liegen ‘lie’ and stehen ‘stand’

The two bricks inside the left circle can both be referred to by the verb
liegen whereas this is not possible for the remaining brick on the right, whose
orientation can only be characterized by the PV stehen ‘stand.” However, the
brick in the middle can alternatively be referred to by stehen ‘stand’ so that it
can be grouped together with the right brick as standing bricks (marked by the
right circle). The fact that a brick usually does not have a clearly distinguishable
part such as a back or a unique side shows that the choice of liegen and stehen
does not depend on properties of this type. Instead, both PVs are sensitive to
the orientation of object axes. Liegen requires alignment of the most prominent
(longest) axis with the horizontal whereas stehen can be applied if either the
longest or the second longest axis is oriented vertically. The conditions for stehen
are, however, more intricate and will be discussed in the next section.

For liegen, [14, p. 108] proposes the semantic form in and the conceptual
structure in The interpretation instates that liegen holds for an object
if a side ‘s’ which is orthogonal to a nonprominent (‘nprom’) axis is supported
from below by a solid object.
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(5) a. liegen ‘lie’: APAx [LIE(x) & P(x)]
b. Int(LIE(x)) = 3y [supports(d-us(y)), s(nprom(x)))]

Given the conceptual structure in support from below entails that a
non-prominent axis is aligned vertically. Since this also entails that the most
prominent, i.e. maximal, axis is oriented horizontally, we will assume the sim-
pler condition that liegen requires the maximal axis to be horizontal.

The PV liegen involves direct reference to object axes, which can be captured
in the object schemata by [18-20]. As illustrated in Figure [6 the object axes
are given in hierarchical order with the most prominent (or salient) object axis,
1D, to the left and the least prominent axis, 3D, to the right. In the second line,
further information is specified: 1D is identified as the maximal (longest) axis,
and 3D as the minimal (shortest) axis while ‘Across’ characterizes 2D as an axis
which is oriented orthogonally to 1D.

The linear object schema can be translated directly into a frame of spatial
objects as shown for Ziegelstein ‘brick’ in Figure [1

1D 2D 3D
Max | Across Min

Fig. 6. Object schema of Ziegelstein ‘brick’, linear representation

1D 3D

< - - brick — —»
maximal axis minimal axis

across

axis 2D

Fig. 7. Object schema of Ziegelstein ‘brick’, frame representation

1D, 2D, and 3D are captured as attributes of the brick. The values of these at-
tributes are the axes identified by 1D, 2D, and 3D, respectively. The information
which is specified for theses axes in the second line in the linear object schema
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above is also introduced by frame attributes, namely MAXIMAL AXIS, ACROSS
AXIS, and MINIMAL AXIS. In the case of a brick, the values of these attributes
are identified with the values of the attributes 1D, 2D, and 3D, respectively.

Figure B shows the frame for liegen. As can be seen, the portion of the object
schema, of the located figure relevant for liegen is specified as part of the meaning
of the PV: a lying figure requires the most prominent object axis 1D to have a
horizontal orientation. The remaining part of the meaning of a lying individual
is almost identical to that of a sitting individual: the figure is kept in its position
by a lower, supporting object which is solid. This component of the meaning of
liegen only differs from sitzen in that it is not a specific part of the figure which
is supported from below.

< >themeE lying |1D orientation @
individual | o .
G/O%

deictic upper
side

Fig. 8. Frame for liegen ‘lie’

In the example in @, the PV liegen is combined with the subject Ziegelstein
‘brick’ and the local PP auf dem Tisch ‘on the table’. The corresponding frame
in Figure[@ results from the unification of the frames contributed by the subject,
the PV and the PP.

(6) Der Ziegelstein liegt auf dem Tisch.
the brick lies on the table
‘The brick is lying on the table.’

As a further parallel to sitzen, the locational information contributed by the
spatial preposition can be brought into the frame by a figure-ground frame,
which is merged with the frame representing the meaning of the PV. Due the
choice of the preposition auf ‘on’, which involves physical contact, the ground
is identified as the supporting entity.
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deictic upper
side

Fig. 9. Frame for Der Ziegelstein liegt auf dem Tisch. ‘The brick is lying on the table.’

3.3 Stehen ‘Stand’

As with liegen, the PV stehen ‘stand’ can be applied to two of the bricks in
Figure Bl above. However, now the two bricks enclosed by the right circle exhibit
orientations which can be referred to by stehen since the condition for the selec-
tion of stehen is that either the longest (i.e. maximal) axis or the second longest
axis must be aligned vertically. Only the remaining brick on the left cannot be
said to be standing since it is the shortest axis which is vertical in this case. In
order to capture the two options for standing, one could assume two different
frame representations which make explicit reference to the maximal axis 1D and
the intermediate axis 2D and characterize them as aligned vertically. Alterna-
tively, one can make use of the fact that both orientations of the brick which
can be referred to by stehen exhibit a horizontal alignment of the minimal axis
3D. This alternative option is chosen in the frame for stehen in Figure [0

Again, we will give an illustration of how the stehen frame in Figure [I0 is
combined with other frames when used in a full sentence: Figure [[1lis a frame
representation of the example in The complex frame is yielded by unifying
the single frames contributed by the subject, the PV stehen and the PP.

(7)  Der Ziegelstein steht —auf dem Tisch.
the brick stands on the table
‘The brick is standing on the table.’

As can be seen, the frame differs only minimally from the frames for sitzen and
liegen. Again, as with the preceding posture verbs, the frame contributed by
the PV requires support from below by a solid object. In addition, the gen-
eral location scenario activated by the verb allows for the integration of the
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< )theme standing |3D orientation @
individual L o4 .
@,o%
2

deictic upper
side

Fig. 10. Frame for stehen ‘stand’

deictic upper
side

Fig. 11. Frame for Der Ziegelstein steht auf dem Tisch. ‘The brick is standing on the
table.’
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figure—ground subframe. As in the previous examples, the supporter is identified
as the ground due to the choice of the preposition auf ‘on’, which implies contact
between the figure and the ground.

A complication with stehen is that in German some objects can be said to
be standing because of their canonical orientation, i.e., the way they are usually
oriented. In this case, stehen can be applied even if the minimal axis is vertical
as long as the object exhibits its canonical orientation. For example, a shoebox is
oriented canonically when its lid is on top and can be opened, even though this
usually involves a vertical orientation of the shortest axis. This specific use of
stehen can be addressed by making reference to the so-called ‘canonical vertical’
(|18-20]), i.e., the axis which is vertical when the object exhibits its canonical
orientation. By consequence, the object schema of a shoebox provided in Fig-
ure [I2] below contains a specification of the minimal axis as canonical vertical.
Technically, this is achieved by the frame attribute CANONICAL VERTICAL whose
value is identical with the value of the frame attribute 3D.

shoe box

maximal axis

canonical vertical
across

4

Fig. 12. Object schema for Schuhkarton ‘shoebox’

For stehen to be applicable to objects with the shortest axis being the canon-
ical vertical, the alternative frame for stehen in Figure [[3] has to be assumed.
This frame differs minimally from the frame for stehen in Figure The only
difference is that the figure is expected to exhibit an attribute CANONICAL VER-
TICAL which determines that the canonical vertical is vertically oriented. Only
the relevant part of the alternative stehen frame is given in Figure [[3] below. As
can be seen, the alternative stehen frame does not make reference to the length
of the axes but only requires the existence of a canonical vertical and its vertical
orientation.
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canonical

standing | vertical orientation
individual @

Fig. 13. Alternative stehen frame reduced to the relevant part

The frame in Figure[I4] represents the example in Since the object schema
of a shoebox specifies the minimal axis 3D as canonical vertical, the frame re-
sulting from the unification of the partial frames inherits the information that
the minimal axis is the canonical vertical.

(8)  Der Schuhkarton steht im  Schrank.
the shoebox stands in.the wardrobe
literally: ‘The shoebox is standing in the wardrobe.’

canonical

| vertical orientation
shoebox —>O—>
| a% :

deictic upper
side

state

Fig. 14. Frame for Der Schukarton steht im Schrank. lit.: ‘The shoebox is standing in
the wardrobe.’

Again, the frame contributed by the local PP im Schrank ‘in the wardrobe’
is integrated into the figure-ground frame licensed by the overall locational sce-
nario. As a contrast to the preceding examples, the preposition in ‘in’ does not
imply contact but merely makes reference to the interior region of the wardrobe.
By consequence, some interior part of the wardrobe, such as a shelf, can func-
tion as a supporter. Of course, this need not be the case since the box could
also be located on some other object inside the wardrobe. However, our world
knowledge of a wardrobe as a specific instance of a container gives us access to
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the information about potential supporters for objects which are located inside
the wardrobe.

For objects with a canonical vertical which is not the maximal axis, the frames
for stehen in Figure [[3] and for liegen in Figure [}l compete if the canonical ver-
tical is aligned vertically while at the same time the maximal axis is aligned
horizontally. In this situation, the PVs stehen and liegen should be equally ap-
plicable. Yet, for an object like a shoebox the choice of stehen as in the example
inis natural whereas liegen sounds awkward. This difficulty can be overcome
by imposing a specificity constraint on the choice of a PV which requires that
the most specific PV is chosen. This would give stehen preference over liegen
since the presence of a canonical vertical in the frame of stehen in Figure[[3] can
be considered more specific than the reference to the longest object axis in the
frame of liegen in Figure Bl

Note that the different axes which can be aligned vertically are not directly
addressed in Kaufmann’s representation of stehen (|14, p. 108]) provided in [(9)]
below.

(9) a. stehen ‘stand’: A\PAx [STAND(x) & P(x)]
b. Int(STAND(x)) = Jy [supports(d-us(y), s(prom(x)))]

The interpretation of stehen in (b) states that a side ‘s’ which is orthogonal to
a prominent axis (‘prom’) of the standing object x is supported by the deictic
upper side of some other object y. The axis singled out by ‘prom(x)’ is defined as
the maximal axis or the canonical vertical. However, it remains undefined how
this process of axis selection works. In addition, it is not clear how objects like
bricks are treated, which do not have a canonical vertical but can also be said
to be standing if the second longest axis is vertical, as is the case with the brick
in the middle in Figure [ above.

4 Summary and Outlook

In this paper, we have shown that frame representations in the sense of Barsalou
lend themselves naturally to the representation of posture verbs. The focus of our
analysis has been on the German posture verbs sitzen ‘sit’; liegen ‘lie’, and ste-
hen ‘stand’, which are already well described in the literature. In particular, we
have drawn from the decompositional account of Kaufmann ([14]), who demon-
strates that the choice of one of these verbs depends on (i) the body part which
is supported to keep the located object in its position and (ii) the orientation of
object axes including the so-called canonical vertical for objects which exhibit a
canonical orientation. These factors have turned out to be easily translatable into
attributes in the frame representation of the specific posture verbs. Likewise, prop-
erties of the located object and the locational information contributed by the spa-
tial preposition correspond directly to a confined set of simple frame attributes.
As a result, all the elements of the overall make-up of a posture/location scenario
could by captured in the single, uniform format of frames. This is particularly
true of the axis information provided in the object schemata by [18-20], which
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are extra-representational in Kaufmann’s decompositional approach. Another ad-
vantage of the frame approach is that it allows for different degrees of explicitness,
which is yielded by zooming in and out of conceptual representations by expand-
ing nodes referring to complex concepts.

The analysis of German can be extended in several ways: first, in addition to
the basic posture verbs discussed above there are other locative verbs such as
hdngen ‘hang’ and lehnen ‘lean’ which need to be considered in a comprehensive
frame analysis of locative verbs. Second, posture verbs, like locative verbs in
general, exhibit more abstract uses, often involving semantic drift or bleaching as
in Die Stadt liegt in einem Tal ‘The city lies in a valley’ or Der Verddchtige steht
unter Beobachtung ‘The suspect is (literally: stands) under surveillance’. Here, a
frame analysis that captures these semantic processes by means of reduction and
reanalysis of single frame attributes seems promising. This approach may even
be extended to the grammaticalized aspectual use of posture verbs as markers of
the progressive aspect, which is not attested for German but for other Germanic
languages such as Norwegian, Danish, Swedish, and Dutch (|9, [15, [21]). Third,
the framework outlined above builds on the view that spatial prepositions are
best analyzed in terms of regions (|36, 137] among others). However, [38, 139]
argue that prepositions are better translated into vectors in order to deal with
PP modifications like The tree is ten meters behind the house which involve
the specification of a distance. The challenge for a frame approach is to cope
with constructions of this type by introducing attributes such as DISTANCE and
DIRECTION which are licensed or “activated” by attributes already contained in
the frame of the spatial preposition.

Moreover, the frame account needs to be extended to other languages which
differ significantly with respect to the repertory of posture verbs and the fac-
tors that govern their use. As a first step, we have contrasted the German data
with posture verbs in French and Korean. The comparison between German
and French already reveals numerous differences. For example, French does not
have posture verbs directly corresponding to German sitzen, liegen, and stehen.
Instead, it makes use of a variety of different strategies to refer to stative pos-
ture/location scenarios such as using the copula étre or the unspecific locative
verb se trouver ‘be located’, applying the resultative forms of change of posture
verbs (e.g. s’asseoir ‘sit down’) and change of location verbs (e.g. poser ‘place,
put’), and also employing verbs which basically denote a change in spatial ex-
tension (e.g. allonger ‘stretch out’, which is preferably interpreted as ‘lie’ when
its resultative form is combined with animate subject referents).

Like French, Korean does not have stative posture verbs but has a more
systematic inventory of change of posture verbs whose resultative forms can be
utilized to refer to stative location. However, the use of these verbs is constrained
with respect to admissible subject referents. For example, seta ‘stand’ can only
be combined with a nonhuman subject if the subject referent is at least as tall as
a human (cf. [33]). As illustrated by the pair of examples in seta can select
a subject like Pekhingem kwungcen ‘Buckingham Palace’ but not a subject like
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hwapwun ‘flower pot’ since the height of the latter is usually far below the height
of a human.

(10) a. Pekhingem kwungcen-i may nwun aph-ey
Buckingham Palace-NOM my eye in.front.of-LOC
se-1ss-ta.
stand-be-IND
literally: ‘Buckingham Palace is standing in front of my eyes.’
b. *Ku hwapwun-i cengmwun-yeph-ey  se-iss-ta.
the flower.pot-NOM main.gate-side-LOC stand-be-IND
intended: ‘The flower pot stands next to the main gate.’
(a-example from M.-H. Min p.c., b-example taken from [33, p. 361])

For the use of seta with nonhuman subject referents one can assume the frame in
Figure[Idl in which a value constraint on the attribute LENGTH requires that the
vertical axis is as tall as or taller than a human. The example in shows that
the vertical needs not be the longest axis since the vertical axis of Buckingham
Palace is the shortest axis of the building. However, the vertical axis in is
the canonical vertical. Consequently, the length attribute is built into the frame
as an attribute of the canonical vertical.

theme .| standing non-
human individual

canonical
vertical

deictic upper
side

state

Fig. 15. Frame for Korean seta ‘stand’ combined with nonhuman subject referent

Finally, the analysis can be extended beyond linguistic matters. The frames
presented above are built on linguistic analyses which investigate the necessary
conditions for the use of specific verbs in a given language. The analyses are
“minimal” in the sense that they focus on the factors which are relevant for the
choice of a PV and refrain from representing detailed encyclopedic knowledge.
Yet, given their flexibility frame representations can also be applied for purposes
such as representing anatomical details and the motor activity which is required
to remain in a specific posture. This may be useful in the domain of medicine
as well as in other domains such as the recording and analysis of dance since
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these domains require making reference to different types of postures. Moreover,
we have represented the relevant object axes and the part of the body which is
supported as first-level (i.e. nonembedded) attributes of the theme argument of
the PV. In a more structured frame representation these attributes would be part
of attribute bundles referring to the composition and spatial configuration of the
theme argument. For the sake of simplicity, we have not considered structural
aspects of this kind which, however, are of major importance to purposes such
as knowledge representation and inference systems.

The suggestions above indicate that the frame approach to posture verbs and
locative verbs in general can be extended in many different directions. In spite of
the sketchy character of the analysis outlined above, we consider it a promising
framework for a further investigation of these phenomena.

Acknowledgments. This paper is a joint effort by the projects “Dimensional
Verbs” and “Mathematical Modeling of Frames”, which are part of the Collab-
orative Research Center “The Structure of Representations in Language, Cog-
nition, and Science” supported by the German Science Foundation (DFG). We
are grateful to our fellow researchers, in particular Jens Fleischhauer, Sebas-
tian Lobner, Myeonghi Min, Albert Ortmann, Rainer Osswald, and Brigitte
Schwarze. We are also indebted to the anonymous reviewer for helpful ques-
tions and suggestions. Moreover, we would like to thank the audiences at the
the Fourth International Conference of the German Cognitive Linguistics As-
sociation, the Ninth International Thilisi Symposium on Language, Logic and
Computation, and the Fourth UK Cognitive Linguistics Conference for valuable
comments.

Abbreviations

NOM nominative
IND indicative
LOC locative

PV posture verb

References

1. Ameka, F.K., Levinson, S.C.: The typology and semantics of locative predicates:
posturals, positionals, and other beasts. Linguistics 45 (5/6), 847-871 (2007)

2. Asbury, A., Dotlacil, J., Gehrke, B., Nouwen, R.: Syntax and semantics of spatial
P. John Benjamins, Amsterdam (2008)

3. Barsalou, L.W.: Frames, concepts, and conceptual fields. In: Lehrer, A., Kittay,
E.F. (eds.) Frames, fields, and contrasts, pp. 21-74. Erlbaum, Hillsday (1992)

4. Berthele, R.: The typology of motion and posture verbs: a variationist account. In:
Kortmann, B. (ed.) Dialectology meets typology, pp. 93-126. Mouton de Gruyter,
Berlin (2004)

5. Bierwisch, M.: Semantik der Graduierung. In: Bierwisch, M., Lang, E. (eds.)
Grammatische und konzeptuelle Aspekte von Dimensionsadjektiven, pp. 91-286.
Akademieverlag, Berlin (1987)



92

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

T. Gamerschlag, W. Petersen, and L. Strobel

Bierwisch, M., Lang, E.: Grammatische und konzeptuelle Aspekte von Dimensions-
adjektiven. Akademieverlag, Berlin (1987)

Bloom, P., Peterson, M.A., Nadel, L., Garrett, M.F.: Language and Space. MIT
Press, Cambridge MA (1996)

Chomsky, N., Halle, M.: The sound pattern of English. Harper and Row, New York
(1968)

Ebert, K.: Progressive markers in Germanic languages. In: Dahl, 0. (ed.) Tense
and Aspect in the languages of Europe, pp. 605-653. Mouton de Gruyter, Berlin
(2000)

Evans, V., Chilton, P.: Language, cognition and space: the state of the art and new
directions. Equinox Publishing, London (2010)

Fahlmann, S.E.: A system for representing and using real-world knowledge. PhD
thesis. MIT (1977)

Gamerschlag, T., Petersen, W.: An analysis of the evidential use of perception
verbs. In: Hart, C. (ed.) Selected Papers from UK-CLA Meetings. Vol. 1, pp. 1-18,
http://uk-cla.org.uk/proceedings (2012)

Hickmann, M., Robert, S.: Space in Language: linguistic systems and cognitive
categories. John Benjamins, Amsterdam (2006)

Kaufmann, I.: Konzeptuelle Grundlagen semantischer Dekompositionsstrukturen:
Die Kombinatorik lokaler Verben und pradikativer Komplemente. Niemeyer,
Tibingen (1995)

Kuteva, T.: Auxiliation: an enquiry into the nature of grammaticalization. Oxford
University Press, Oxford (2004)

Kutscher, S.; Schultze-Berndt, E.: Why a folder lies in the basket although it is not
lying: the semantics and use of German positional verbs with inanimate figures.
Linguistics 45 (5/6), 983-1028 (2007)

Landau, B., Jackendoff, R.: ‘What’ and ‘where’ in spatial language and spatial
cognition. Behavioral and Brain Sciences 16 (2), 217-238 (1993)

Lang, E.: Semantik der Dimensionsauszeichnung rdumlicher Objekte. In: Bier-
wisch, M., Lang, E. (eds.) Grammatische und konzeptuelle Aspekte von Dimen-
sionsadjektiven, pp. 287-458. Akademieverlag, Berlin (1987)

Lang, E.: Spatial dimension terms. In: Haspelmath, M., Koénig, E., Oesterreicher,
W., Raible, W. (eds.) Language typology and language universals. An international
handbook. HSK, vol. 20.2, pp. 1251-1275. Mouton de Gruyter, Berlin (2001)
Lang, E., Carstensen, K.-U., Simmons, G.: Modelling spatial knowledge on a lin-
guistic basis. Lecture Notes in Artificial Intelligence, vol. 481. Springer, Berlin
(1991)

Lemmens, M.: Aspectual posture verb constructions in Dutch. Journal of Germanic
Linguistics 17 (3), 183-217 (2005)

Levinson, S.C.: Space in language and cognition: explorations in cognitive diversity.
Cambridge University Press, Cambridge (2003)

Levinson, S.C., Wilkins, D.P.: Grammars of space. Cambridge University Press,
Cambridge (2006)

Lobner, S.: Evidence for frames from human language. In: Gamerschlag, T., Ger-
land, D., Osswald, R., Petersen, W. (eds.) Concept types and frames in language,
cognition and science (to appear)

Minsky, M.: A framework for representing knowledge. In: Winston, P.H. (ed.) The
psychology of computer vision, pp. 211-277. McGraw-Hill, New York (1975)
Newman, J.: The linguistics of sitting, standing and lying. Benjamins, Amsterdam
(2002)



27.

28.

29.

30.

31.

32.

33.

34.
35.

36.

37.

38.

39.

Sitting, Standing, and Lying in Frames 93

O’Keefe, J.: The spatial prepositions in English, vector grammar, and the Cogni-
tive Map Theory. In: Bloom, P., Peterson, M.A., Nadel, L., Garrett, M.F. (eds.)
Language and Space, pp. 277-316. MIT Press, Cambridge (1996)

Petersen, W.: Decomposing concepts with frames. Baltic International Yearbook
of Cognition, Logic and Communication 2, 151-170 (2007)

Petersen, W., Gamerschlag, T.: Why chocolate eggs can taste old but not oval: a
frame-theoretic analysis of inferential evidentials. In: Gamerschlag, T., Gerland, D.,
Osswald, R., Petersen, W. (eds.) Concept types and frames in language, cognition
and science (to appear)

Petersen, W., Osswald, T.: A formal interpretation of concept types and type shifts.
In: Kosecki, K., Badio, J. (eds.) Cognitive Processes in Language. Lodz Studies in
Language, vol. 25, pp. 183-191. Peter Lang, Frankfurt (2012)

Petersen, W., Werning, M.: Conceptual Fingerprints: Lexical Decomposition by
Means of Frames — a Neuro-cognitive Model. In: Priss, U., Polovina, S., Hill, R.
(eds.) ICCS 2007. LNCS (LNAI), vol. 4604, pp. 415-428. Springer, Heidelberg
(2007)

Serra Borneto, C.: ‘Liegen’ and ‘stehen’ in German: a study in horizontality and
verticality. In: Casad, E.H. (ed.) Cognitive Linguistics in the Redwoods: the Ex-
pansion of a New Paradigm, CLR 6, pp. 459-505. Mouton de Gruyter, Berlin
(1996)

Song, J.J.: The posture verbs in Korean. In: Newman, J. (ed.) The linguistics of
sitting, standing and lying, pp. 359-385. Benjamins, Amsterdam (2002)

Talmy, L.: Toward a cognitive semantics. Vol. 2. MIT Press, Cambridge MA (2000)
Vosgerau, G., Seuchter, T., Petersen, W.: Analyzing concepts in action frames.
Manuscript. University of Diisseldorf (2012)

Wunderlich, D.: How do prepositional phrases fit into compositional syntax and
semantics? Linguistics 29, 591-621 (1991)

Wunderlich, D., Herweg, M.: Lokale und Direktionale. In: von Stechow, A., Wun-
derlich, D. (eds.) Semantik. Ein Internationales Handbuch der zeitgendssischen
Forschung. HSK, vol. 6, pp. 758-785. de Gruyter, Berlin (1991)

Zwarts, J.: Vectors as relative positions: a compositional semantics of modified
PPs. Journal of Semantics 14, 57-86 (1997)

Zwarts, J., Winter, Y.: Vector space semantics: a model-theoretic analysis of loca-
tive prepositions. Journal of Logic, Language and Information 9, 169-211 (2000)



Alleged Assassins: Realist and Constructivist
Semantics for Modal Modification

Bjgrn Jespersen'* and Giuseppe Primiero?**
! Institute of Philosophy, Department of Logic,
Czech Academy of Sciences, Prague;
Department of Computer Science,
Technical University of Ostrava (Czech Republic)
bjornjespersen@gmail.com
2 Centre for Logic and Philosophy of Science,
Ghent University (Belgium)
giuseppe.primiero@ugent.be

Abstract. Modal modifiers such as Alleged oscillate between being sub-
sective and being privative. If individual a is an alleged assassin (at
some parameter of evaluation) then it is an open question whether a is
an assassin (at that parameter). Standardly, modal modifiers are nega-
tively defined, in terms of failed inferences or non-intersectivity or non-
extensionality. Modal modifiers are in want of a positive definition and a
worked-out logical semantics. This paper offers two positive definitions.
The realist definition is elaborated within Tichy’s Transparent Inten-
sional Logic (TIL) and builds upon Montague’s model-theoretic seman-
tics for adjectives as representing mappings from properties to properties.
The constructivist definition is based on an extension of Martin-Lof’s
Constructive Type Theory (CTT) so as to accommodate partial verifi-
cation. We show that, and why, “a is an alleged assassin” and “Allegedly,
a is an assassin” are equivalent in TIL and synonymous in CTT.

Keywords: Modal modification, property vs. propositional modifica-
tion, alleged, allegedly, Transparent Intensional Logic, Constructive Type
Theory.

1 Introduction and Overview

Kamp’s seminal [I0] seeks to draw a line between those adjectives whose
meaning is a property and those adjectives whose meaning is a function that
maps properties to properties. Kamp agrees with Montague’s typing of
properties as a function (s, (e, t)) from a world/time pair s to a function from
entity e to truth-value ¢. Montague [I3] p.211] suggests that all adjectives have
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a property-to-property function as their meaning Kamp [I0, pp.147ff] suggests
that most adjectives have a property as their meaning. He admits that it would
seem that some adjectives must occur in attributive position and are incapable
of occurring in predicative position. Their meaning is a property-to-property
function. Kamp’s prime example of such a recalcitrant adjective is ‘alleged’:

Is alleged a predicate, even in the most diluted sense? It seems not. |[.. ]
The same can be said to be true [...] of adjectives such as fake, skilful,
or good. Where precisely we should draw the boundaries of the class
of adjectives to which the second theory [property-to-property function]
applies I do not know. For example, does skilful belong to this class?
Surely we must always ask ‘skilful what?’ before we can answer the
question whether a certain thing or person is indeed skilful [.. ]E

We agree with Kamp’s linguistic observations. Kamp is concerned with a de-
marcation among adjectives. We hypothesize that his demarcation is in effect a
demarcation between those adjectives that represent properties and those that
represent property modifiers. Thus, to use Kamp’s own example from [I0, p.
123],“Every alleged thief is a thief” is not an instance of predication of two pro-
perties, being alleged and being a thief. Instead it is an instance of predication of
one modified property, being an alleged thief. We must always ask ‘alleged what’,
for nothing and nobody can be alleged, pure and simple. Nor is the logical form
of the sentence, in predicate logic, anything like

Va((Alleged x A Thief ©) — Thief x)

This form would, erroneously, trade a possible falsehood for a logical truth ([I0,
p.123)).

Kamp distinguishes between four kinds of adjectives in terms of their logi-
cal behaviour. Roughly the same taxonomy is known from modification theory.
Interestingly, Alleged falls outside Kamp’s taxonomy. In fact, Alleged and its
ilk remain to this day a dimly lit corner of the research into adjectives and
modifiersf For instance, Partee [I4], p.9] says that

Nonsubsective adjectives may be either modal — expressing possibility
or some other modal meanings — or privative, entailing negation. [...]
There is no meaning postulate for the modal adjectives, since they have
no entailments — an alleged murderer may or may not be a murderer,
and similarly for adjectives like possible, proposed, expected, doubtful.

Yet everyone who is competent with the predicate ‘is an alleged assassin’ knows
that it applies to someone who has been alleged to be an assassin and that they

! Beesely [1] argues, contra Montague, that also evaluative adjectives like ‘good’ and
‘tall’ have a property as their meaning. Beesley holds that “a is a good F” should
be given the intersective, or conjunctive, analysis “a is good and a is an F”. Beesley,
however, does not extend his claim to ‘alleged’ and suchlike; nor is it obvious how
to do so.

* [10, pp. 153-4].

% See [3], [11], [15], [22], [27].
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may, or may not, actually be an assassin[ So there is some clearly circumscribed
linguistic competence to account for. What has as yet not been established is
how to provide a positive definition of the sort of modifier that Alleged typifies.

Modal modifiers such as Alleged are uniquely characterized by oscillating be-
tween being subsective and being privative. Formally, the rule of subsective mod-
ification (cf. Kamp’s ‘affirmative adjective’) eliminates the modifier, while the
rule of privative modification replaces the modifier by negation. Let a be an
individual, F' a property, M a property modifier, and [M F] the property result-
ing from modifying F' by M. Then a modifier is subsective if it validates this
inference (in rudimentary predicate-logical notation, to begin):

[[MsF] a]
Fa

For instance, if a is a wine-drinking Georgian then a is a Georgian, hence Wine-

drinking is subsective. In extensional terms, a set of wine-drinking Georgians

must be extracted from a set of Georgians. Hence if a belongs to a set of wine-

drinking Georgians then a belongs ipso facto to a set of Georgians. Subsective

modification is the simplest kind of modification and of little logical interest [
A modifier is privative if it validates this inference:

[MpF] a]
-Fa

For instance, if a is a fake banknote then a is not a banknote, hence Fake is privative.
In extensional terms, a set of fake banknotes must be extracted from the comple-
ment of a set of banknotes. Hence if a belongs to a set of fake banknotes then a
belongs ipso facto to a set in the complement of a set of banknotes. Privative modi-
fication is logically much more delicate than subsective modification. As [2] shows,
iterated privative modification cannot be modelled by iteration of propositional
negation. It must be modelled by property negation. As a result, because a logic of
multiple privation is a logic of contraries, a pair of privative modifiers is equivalent
to a modal modifier. The above rule applies only to single privation.

In virtue of the oscillation between subsection and privation, if a is an alleged
assassin then either a is an assassin or a is not an assassin. So the rule of inference
defining modal modifiers would seem Straightforwardﬁ

4 Partee (in personal communication at LOGICA 2012, Hejnice) points out that
though she held that modal adjectives/modifiers lack a meaning postulate she did
not hold that they lack meaning.

Within subsective modification the simplest kind of modification is constituted by
trivial modification: a is a lump of genuine gold iff a is a lump of gold. A trivial
modifier returns the modified property unmodified, as it were. The polar contrary
is privative modification. We note that our adoption of trivial modification is at
variance with Kamp and Partee’s non-vacuity principle [11l, p.161].

[20] may have given the impression that the above inference was the rule we proposed
at the time for modal modifiers. We intended no such impression, however. See [20],
p.269]. See also [§].

(3]
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[[M,,F] a]
FaVv -Fa

But, of course, this classical tautology is trivially satisfied by all modifiers. A
subsective modifier will invariably validate the left-hand disjunct. A privative
modifier will invariably validate the right-hand disjunct. What is non-trivial is
that a modal modifier will sometimes validate the left-hand disjunct and some-
times the right-hand disjunct. For any one instance of [M,,F] a, the paucity
of the informational value of [M,,F] a, when true, is such that it cannot be
inferred which side of Fla, =Fa truth will come down on. This is what we mean
by modal modifiers oscillating between subsection and privation. It is obvious,
then, why the ‘conjunctive’ analysis ((Alleged x A Thief x) — Thief x) is to
no avail. It eliminates modifiers from the analysis. And it prejudges in favour
of subsection at the expense of privation, thereby missing the unique feature of
modal modifiers.

It is not immediately obvious what a positive definition of modal modifica-
tion would amount to. It is easy enough to characterize modal modification
negatively. First, as we saw, a modal modifier fails to validate either of Fa, - Fa
as the conclusion of an argument whose only premise is [M,,F] a. Second, a
modal modifier is non-intersective for failure to validate this argument, M; an
intersective modifier (Kamp: ‘predicative’):

[[M;F] a]
M*a N Fa

For instance, if a is a wine-drinking Georgian then a is a wine-drinker and
a is a Georgian. In extensional terms, a set of individuals with the property
[M,F] is the intersection of a set of F's and a set of M*s. Notice that M; is
a modifier whereas M™* is a property. A modifier cannot be detached from a
context in which it modifies a property and be predicated of an individual.
Instead it can be pseudo-detached in the following manner: if a is an [MF], M
an arbitrary modifier, then there is a property p such that a is an [Mp]. M*
is the schematic property [Mp]. The conclusion of the rule of inference defining
intersective modification is formed by means of the rules of pseudo-detachment,
subsection, and A-introduction[]

Third, a modal modifier is non-extensional (or intensional, in the pejorative
sense of ‘intensional’) for failure to validate this argument (adapted from [10,
p.125)):

" The need for a rule of left subsectivity such as the one of pseudo-detachment tends
to be overlooked in the Montagovian tradition. [I4] p.3], for one, puts forward a
meaning postulate to regulate intersective adjectives: For each intersective meaning
ADJ', it holds that 3P ;VQ(s(een [ADJ (Q)(x) <+ P(z) AV Q(x)]. The meaning
postulate gets the truth-condition right, but fails to account for the transition from
ADJ' to P. Beesleys’ theory in [I] makes left subsectivity trivial, in virtue of his
conjunctive analysis. The left conjunct is simply obtained by conjunction elimination.
Beesley’s task, of course, is to make a case for ’'good’ denoting a property rather than
a modifier. See [7] for further discussion.
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Fa < Ga
[MF] a<+ [MG] a

For instance, even if it so happens that all and only kings are philosophers, it
may not follow that all and only belligerent kings are belligerent philosophers. An
individual who is both philosopher and king may be a belligerent king (waging
war in his capacity as king) without being a belligerent philosopher (waging war
in his capacity as philosopher). Hence Belligerent is a non-extensional modifier.
Logically, non-extensional modifiers are those that do not distribute, because
they are logically sensitive to whether a belongs to F' or G, even though the
extension of F' happens to be identical to the extension of GE

So modal modifiers are non-intersective, hence non-extensional, possibly (non-)
subsective and possibly (non-) privative. The actual truth of [M,, F] a entails that
one of two possibilities is realized: a being an F'; a not being an F'. Thus there is
a striking similarity between modal modifiers and non-factive attitudes. Assume
that b knows whether a is an assassin. As is well-known, knowing whether is
invariant under complementation: a knows whether A = a knows whether -~AH8
If a is an assassin then b knows that a is an assassin; if a is not an assassin then
b knows that a is not an assassin. But the fact that b knows whether a is an
assassin entails that one of the same two possibilities as above is true. The truth
of a knowing whether b is an assassin is compatible with either disjunct being
true

The similarity between modal modifiers and non-factive attitudes suggests to
us that modal modification should be modelled in terms of possibility. One con-
ception of possibility is in terms of alethic possibility: reality may turn out in one
of two contrary ways. Another conception is as epistemic possibility: something
rather than the opposite may be known. We shall develop both conceptions
below. The former is based on Tichy’s Transparent Intensional Logic (TIL).
Formally, TIL is a hyperintensional, partial, typed A-calculus, whose syntax is

8 Since modal modifiers are non-intersective they must also be non-extensional. Kamp
[10) pp. 125-6] states, correctly, that all intersective modifiers (predicative adjectives)
are extensional, and wonders whether the converse holds. The jury is still out. What
seems obvious is that most, or all, logically, semantically and philosophically inter-
esting modifiers are going to be non-extensional, because it is interesting in each
individual case why they fail to distribute. For further discussion, see [2, p.11]. [20]
p-253] uses ‘intensional’ interchangeably with ‘modal’; but they are better used as
labels for two different kinds of modifiers.

See [5), §5.1.4].

The link between modal modifiers and non-factive attitudes probably runs deeper
than we let on in the present paper. [15] p.152] provides the following list of ‘plain
nonsubsective’ (in effect, modal) modifiers/adjectives: potential, alleged, arguable,
likely, predicted, putative, questionable, disputed. With the exception of potential,
they all have something attitudinal about them. And all of those attitudes are non-
factive. A bold hypothesis would be that almost all modal modifiers are parasitic on
non-factive attitudes. Modal modifiers should not be filed under 'nonsubsective’, for
due to their oscillation between subsection and privation each modal modifier will
be subsective on some occasions and privative on other occasions.

©
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interpreted by means of a realist procedural semantics. The portion of TIL that
concerns property modification is continuous with Montague’s: a property mod-
ifier is a mapping from properties to properties. In TIL a property is logically
a mapping from a logical space of possible worlds to a mapping from times to
sets of individuals, where sets of individuals are characteristic functions. The
latter conception, of possibility as epistemic possibility, is based on an extension
of Martin-Lo6f’s Constructive Type Theory (CTT). Formally, CTT is a typed
calculus based on intuitionistic logic, endorsing the Curry-Howard isomorphism
(propositions-as-types) and the equivalence between sets and propositions under
a constructive syntax!|1| A modifier is obtained by interpreting in the appropriate
way the assertion conditions under which a formula holds.

This paper builds on [20], which applies CTT and TIL to privative modifica-
tion. Common features of TIL and CTT include:

— a functional approach based on the typed lambda calculus

— a typed universe

— an interpreted logical syntax

— a notion of meanings as constructions/procedures: a proof procedure for a
proposition (CTT); a procedure for producing (in this case) a possible-world
proposition/empirical truth-condition (TIL).

The key differences are that TIL offers a procedural semantics erected upon
a model-theoretic structure for modifiers whereas CTT offers a proof-theoretic
semantics[13 In [20] a TIL property modifier is a function from properties to pro-
perties, whereas a CTT property modifier is a function from sets to sets. This lat-
ter difference is particularly important for our present purposes. A constructive
set is a set of proof-objects for a proposition, and since constructive propositions
are identified with their sets of proof-objects, a constructive property modifier
is, in the final analysis, a function from propositions to propositions (hence a
function between intensional entities). Modal modifiers require an interpretation
of partially evaluated terms as the range of the function at hand. Therefore the
CTT analysis of “a is an alleged assassin” is in effect an analysis of “Allegedly, a
is an assassin”, Allegedly being a propositional modifier. We point out below the
equivalence (though not synonymy) of “a is an alleged assassin” and “Allegedly,
a is an assassin” in TIL.

The rest of this paper is organized as follows. Section ] presents the TIL
explanation of modal modification. Section B presents the CTT explanation of
modal modification. Section ll compares the main results.

' For a recent introduction to the Curry-Howard isomorphism, see [25].

2 The modal logic of TIL is S5 with a constant domain. See [, ch.4]. The standard
modal interpretation of Martin-Lof’s Type Theory refers to S4: see [16]. For semantic
considerations related to the possibility operator underlying the extension of CTT
used in this paper, see the relations to usually modally defined knowledge operators
in [21].
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2 TIL: Types and Constructions

TIL comes with a ramified type hierarchy embedding a simple type theory.

Definition 1 (Type of Order 1)
Let B be a base, where a base is a collection of pair-wise disjoint, non-empty
sets. Then:

i) Every member of B is an elementary type of order 1 over B;

ii) Let o, B1,...,Bm(m > 0) be types of order 1 over B. Then the collection
(afr...Bm) of all m-ary partial mappings from 1 X ... X B, into a is a
functional type of order 1 over B;

i11) Nothing is a type of order 1 over B unless it so follows from (i) and (ii).

Remark. For the purposes of natural-language analysis, the following base of
ground types is currently assumed:

— o: the set of truth-values {T,F}

— ¢ the set of individuals (a constant universe of discourse)

7: the set of real numbers (doubling as temporal continuum)
w: the set of logically possible worlds (the logical space)

Functional types are defined over those ground types in the standard manner. A
functional type with domain in possible worlds is an intensional type as known
from possible-world semantics. The simple type theory suffices to type properties,
propositions, property and propositional modifiers:

property: (((ot)7)w), abbreviated as ‘(ot) 7’
— property modifier: ((0t)r(0t)rw)

— proposition: ((o7)w), abbreviated as ‘o’
propositional modifier: (0,4,04)

We model those empirical conditions as possible-world intensions. Formally, in-
tensions are entities of type (Sw): mappings from possible worlds to an arbi-
trary type B. The type 3 is frequently the type of the chronology of a-objects,
i.e. a mapping of type (a7). Thus a-intensions are frequently functions of type
((ar)w), abbreviated as ‘a,,’. We shall typically say that an index of evaluation
is a world/time pair (w, t). Extensional entities are entities of some type « where
a # (Bw) for any type .

Logical procedures are so-called constructions. There are six different kinds
of constructions, three of which are defined inductively below[!d The basic idea
is that functional abstraction is the very procedure of forming or presenting or
constructing a function (rather than the resulting function); that functional ap-
plication is the very procedure of applying function to argument (rather than the
resulting functional value); and that variables provide input for those procedures
to operate on.

13 The constructions Trivialization, Single and Double Ezecution are not needed for
present purposes. However, see [5], §1.3.2].
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Definition 2 (Construction)

(i) The Variable = is a construction that constructs an object O of the respec-
tive type dependently on a valuation v; it v-constructs O;

(it) The Composition [XY;...Yy,] is the following construction. If X wv-
constructs a function f of a type (af1...Bm), and Y1,...,Y,, v-construct
entities B1,. .., By, of types B, ..., Bm, respectively, then the Composition
[XY:...Y,,] v-constructs the value (an entity, if any, of type ) of f on
the tuple-argument (B, ..., By,). Otherwise, the Composition [XY7 ...Y},]
does mot v-construct anything and so is v-improper;

(iii) The Closure [Azy ...x,Y] is the following construction. Let x1, %2, ..., Tm
be pairwise distinct variables v-constructing entities of types B1,. .., Bm and
Y a construction v-constructing an entity of type a. Then [\x1...x,,Y] is
the construction A-Closure (or Closure). It v-constructs the following func-
tion f of type (a1 ...Bm). Let v(B1/x1,..., Bm/xm) be a valuation iden-
tical with v at least up to assigning objects By, ..., By, of types B1, ..., Bm,
respectively, to variables x1,...,Tm. If Y isv(B1/x1, ..., Bm/xm)-improper
(see iii), then f is undefined on (Bu,..., By,). Otherwise, the value of f on
(B1,...,Bm) is the entity of type o v(B1/x1,. .., Bm/Tm)-constructed by
Y;

(iv) Nothing is a construction, unless it so follows from (i) through (iii).

Ezxplicit intensionalization and temporalization enables TIL to encode construc-
tions of possible-world intensions, by means of terms for possible-world variables
and times, directly in the logical syntax Where w ranges over w and t over
7, the following logical form essentially characterizes the logical syntax of an
empirical sentence:

AWAL[. .. w. ..t ]

Any instance of this schematic Closure constructs the set of (w, t) pairs at which
the empirical truth-condition constructed by [...w...t...] is satisfied.
Thus the Closure

AWAL[Assassing. a)

constructs the set of (w,t) pairs at which a is an assassin. The exten-
sionalized property [Assassin|,: is applied to a to obtain a truth-value,
which is subsequently abstracted over to obtain a possible-world proposition.
AMWAL[Assassing a] is a hyperproposition whose procedural product is a possible-
world proposition.

To construct the modified property being an alleged assassin, the modifier
Alleged is applied to the property Assassin, and the resulting property is exten-
sionalized for application to a. Thus the meaning of “a is an alleged assassin” is
the Closure

AwAt[[Alleged Assassin]y: al

1 See |5, §2.4.3] for a comparison between TIL and Montague Grammar.
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2.1 TIL: Definitions of Modifiers

Kamp’s definitions of his respective kinds of adjectives (predicative, affirmative,
etc.) are model-theoretic. An adjective is, for instance, predicative, provided it
satisfies the definition of predicative adjectives on all admissible interpretations.
Kamp then proceeds to note that he doubts that at least any adjective that is
privative on some admissible interpretation is privative on all of them [10, p.125].
The parallel phenomenon for modifiers is discussed in [3, §2.5]. For instance,
Nordic gold is not gold (but a copper alloy) whereas a Nordic salmon is a salmon.
And a false friend is not a friend (though pretending to be one) whereas a false
proposition is still a propositionl] One could even argue that Alleged is not
exclusively modal. If an alleged proposition is a proposition that someone alleges
to be true then that occurrence of Alleged is as a subsective modifier. In general,
we must not succumb to the naive assumption that every modifier would be only
intersective, only privative, etc.

In the procedural semantics of TIL we define first the respective sets of subsec-
tive, privative, intersective, and modal modifiers. Then we issue this conditional:
if modifier M is intersective (etc.) then so-and-so follows. It is left up to a given
interpretation to decide whether M is in fact intersective (etc). Any such inter-
pretation will ideally be sensitive to the actual, extra-model status of M 2 It is
too strong to demand that M must be privative on all admissible interpretations
in order to qualify as privative on one admissible interpretation.

So the logical status of the modifiers Nordic, False, etc, is a function of their
respective arguments. E.g. the definition of privative modifier is a definition of
the set of modifiers that are privative with respect to the argument property
F. The type of a set of property modifiers is (0((0t)rw(0t)rw)). Modifiers will
be defined in terms of requisite pmpert’ies A requisite of a property G is a
property F' such that anything with property G must also have F.

Definition 3 (Requisite Relation Over (ot)ry). Let X,Y/(ot)rw, and let x
range over t. Then

[Req Y X = VwVt[Ve[ Xyt x] D [V x]]

15 See also [I4, p. 9]. Of course, Partee famously wishes to reduce all modifiers to
subsective ones, leaving room only for (some) modal modifiers as not being neces-
sarily subsective. See [24] for objections to Partee’s proposal. In TIL the categories
of subsective, privative, intersective, and modal modifiers are mutually irreducible.
Yet in a derived or indirect sense privation is a variant of subsection. For example,
extensionalize the property of being a banknote to obtain a set, then generate its
complement, and apply comprehension to that set to extract its subset (perhaps
empty, perhaps non-empty) of fake banknotes. In CTT, privative modifiers are an
extreme kind of subsective modifiers: where the latter generate proper subsets, the
former take the improper subset of functions mapping to the empty set. See [20] for
details.
It falls to linguistic analysis to decide what that status of M is. There is no logical
mechanism for deciding it. (Thanks to Petr Simon.)
17 See [5, Ch. 4, esp. §4.1] and [9] §2.5ff] on the notion of requisite. Privative modifier
was also defined by means of requisites in [20] §4.2].

16
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Gloss definiendum as “Y is a requisite of X7, and definiens as “Necessarily, any
x instantiating X at any (w, t) also instantiates Y at (w, t).” For instance, if the
property being a mammal is a requisite of the property being a whale then if a
happens to be a whale at (w, t) it is necessary that a also be a mammal at (w, t).
Or if at (w,t) a has the modified property [MsF] then it is necessary that a also
be an F' at (w,t). The reason is because F' is a requisite of [M,F]: necessarily,
whatever is an [M F] is an F.

Definition 4 (Subsective, Privative, Modal, Intersective Modifiers).
Let g,4',9", 9" range over ((0t)ry,(0t)ry); let ¢""* range over (ot);y; let x range
over t; F/(ot)rw; 3/(0(ot)); A/(000); —/(00). Then:

Subsective w.r.t. F': A\g[Req F[g F]]

Privative w.r.t. F: A\g'[Req[MwXt Az—[Fyx]|[g’ F]]

Modal w.r.t. F: Ag" [Reg[AwAt[Az[[FAW' [N [[[Mm Flwt ] D [Fuwe z]]]] A
B\ B [[My, Fluea] > ~(Fyrem]]J]lg” FII)

Intersective w.r.t. F: \g"'[Req[AwXtAz[[gix] A [Fuwex]]]lg" F].

A modal modifier behaves with respect to one and the same property F' as
subsective at one (w',t’) and as privative at another (w”,t”). No other modifier
has the feature that its status (here, subsective vs. privative) depends on the
given (w,t) of evaluation. The definition of modal modifiers defines the set of
modifiers g” that are modal with respect to F, such that if a is a [¢” F| at (w,t)
then at (w,t), possibly, a is an F' and, possibly, a is not an F. Put differently,
whenever a has the property [¢” F] then a also has the property of being such
that at one (w’,t’) a is an F' and at another (w”,t”) a is not an F'. To compare
subsective, privative and modal modifiers, every (w,t) is such that if = is an
[MsF] then z is an F, and if z is an [M,F] then z is not an F. Furthermore,
every (w,t) is such that if = is an [M,, F'] then it is possible that « be an F' and
it is possible that z not be an F'. This last inference does not apply to [MsF] x
or [MpF] x. If x is an [M,F)] then it is not possible that x not be an F' (for it is
necessary that « be an F'). And if = is an [M,F] then it is not possible that
be an F' (for it is necessary that z not be an F').

2.2 TIL: Alleged

To enable a direct comparison between TIL and CTT, TIL will also state an
introduction rule and an elimination rule. The definition of modal modifiers,
however, is the one provided in terms of requisites in Def[l

What is required to acquire the property of being an alleged assassin? That
somebody performs the speech act of alleging that a is an assassin[1§ Let f range

18 The introduction rule assumes that any existential presupposition pertaining to the
premise should be satisfied. If it is true that = alleges that the King of France is bald
then it will be neither true nor false that the King of France has the property of being
alleged to be bald, for there is currently no King of France around to instantiate that
property. Thus the rule would not take a truth to a truth and so be invalid. We are
suppressing the issues of existential presupposition, partiality, and truth-value gaps
to keep the basic exposition as simple as possible.
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over (0t)ry; Alleges/((0t0r4)rw): a relation-in-intension between individuals and
propositions they allege to be truelld
Then the introduction rule for Alleged is

Ix[Alleges,,; T WA al]
[[Alleged flwt a

Gloss: “If somebody alleges that a is an f then a is an alleged f.”
In fact, the set of properties f such that somebody alleges that a has f is
identical to the set of properties f such that a is an alleged f:

Af[BAx[Alleges,,; © AwAL]fur a)]] = Af[[Alleged flwt a]

However, it is not obvious how to generalize from this particular introduction
rule to an introduction rule for any modal modifier. Sometimes a speech act is re-
quired, and sometimes an attitude, and sometimes something else. For instance,
it is not obvious what the introduction rule for Possible would be, as soon as
we want more than ab esse ad posse. As a hypothesis, however, TIL proposes
this general type-theoretic pattern underlying an introduction rule: where the
premise has an object of type (0t0ry,)rw the conclusion must have an object of
type ((0t)rw(0t)rw)-

The elimination rule for M,, can be stated in full generality, though. From
Definition 2] we obtain the following rule, f ranging over properties:

[[Mmf]wt 1’]
I BA (M flue 2] D [fure @ll) A N0 BN [ M fluat @] D ~[furer ]

Gloss: “From « being an [M,, f] at (w,t), infer that there is a (w’, ') such that
if z is an [M,, f] at (w,t) then x is an f at (w’,t’) and that there is a different
(w",t") such that if x is an [M,,, f] at (w,t) then z is not an f at (w” t").”

Absolute elimination of M,, in the conclusion is impossible due to the os-
cillation between subsection and privation, so the rule must be restricted to
conditional elimination.

The set-theoretic counterpart of modal modification is the union of two dis-
joint sets. In the example of alleged assassin, the relevant union is the union of
the set of assassins at (w’,t’) and the set of non-assassins at (w”,t"). It is logi-
cally trivial that an alleged assassin, just like any other individual, is a member
of that union, but it is not epistemically trivial which of its two subsets a given
alleged assassin, or any other individual, belongs to.

19 This typing is another simplification. TIL would tend to type Alleges as an empirical
relation to a hyperproposition. But in this paper we have not introduced the ramified
type hierarchy required to type hyperintensions. The simplification saves us from
having to explain the descent from a hyperproposition that has been alleged to the
proposition it constructs.
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2.3 TIL: Allegedly

In [B, p.506] it is argued that Allegedly, as referred to in “Allegedly, a is an

assassin”, must be a propositional property — of type (00;y,)r. — rather than a

propositional modifier, of type (0, 0r,). The argument is that a propositional

property can, as a propositional modifier cannot, preserve the contingency of

the proposition denoted by “Allegedly, ...”. This argument is misconceived. The

adverb ‘allegedly’ may well be analyzed as denoting a propositional modifier.
The reason is straightforward. The meaning of the above sentence is

[Allegedly MwAt[Assassin.. a]

The result of applying Allegedly to the proposition constructed by AwAt
[Assassing: a] is another proposition, which is true at all those (w,t) where it
is alleged that a is an assassin. The proposition constructed by [Allegedly AwAt
[Assassin: a]] is as contingent as anything. Where p ranges over propositions,
the introduction rule for Allegedly is

Ix[Alleges, .z p)
[Allegedly plu:

Gloss: “If somebody alleges that p, then p is alleged (is allegedly true).”
Let M/, be a propositional modifier. Then the elimination rule for M), can
be stated in full generality:

[M;n p]UJt
I BN M Plaot D porer]] A 3N [BA[[M, Plaot D ~porer]]

m m

Gloss: “From p being modified by [M],] at (w,t), infer that there is a (w',t’)
such that if p is modified by [M],] at (w,t) then p is true at (w’,t') and that
there is a different (w”,t"”) such that if p is modified by [M],] at (w,t) then —p
is true at (w”,t").”

As with Alleged, the open question is whether the (w,t) of the premise is the
(w', ') or else the (w”,t") of the conclusion. This is simply to say that an allega-
tion may, or may not, be true. It is readily seen from the respective introduction

and elimination rules for Alleged and Allegedly that the Composition

[Allegedly AwAt[Fy: a)
and the Closure
AwAt[[Alleged Fuy al

are equivalent, but not synonymous, constructions of the same proposition.
Those two different sentential meanings converge in the same truth-condition 29

20 See [B, def. 2.3, p.154] for a definition of the individuation of meaning in terms of
procedural isomorphism. In [4] we present a neo-Churchian Alternative ; that defines
procedural isomorphism in terms of a- and n-conversion and an Alternative Z that
adds a rule of restricted [-conversion.
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3 CTT on Modal Modification

In the spirit of anti-realist semantics, a constructivist understanding of modal
modification can be given by directly representing the conditions for the asser-
tion of a modified judgement. Accordingly, we shall consider a modal modifier
M, as an operator applying to a predication Fa, where a property F' is pred-
icated of an individual a. The predication of a modally modified property will
be abbreviated as ‘M,,[Fa]’. Notice the shift of position from the previously
considered ‘[M,,,F] a’, a shift motivated by the application of the modifier to
the predication as a whole, leading in the following to our analysis of Alleged as
Allegedly.

In Section [l we stressed that M, oscillates between being privative and being
subsective, thereby making it impossible to infer which of F'a and —Fa holds
when the premise is M,,[Fa]. Subsection for CTT is standardly given by proper
subset formation; privative modification, as introduced in [20], is defined as a
mapping to the empty set; the oscillation of modal modification between the
two corresponds precisely to the contingent satisfaction of either the maximal
proper subset satisfying the property involved by the predication, or of the con-
tradictory construction. The only constructive way to understand this oscillation
is to formulate F'a’s truth value in terms of contingently satisfiable conditions,
thus leaving open the question of which conditions are actually satisfied. For
a constructivist semantics, where truth is defined by constructors and refuta-
tions are given by implication to contradiction, this is no obvious task. On such
a strong understanding of proven and refuted contents, no space is left for a
formal representation of contingent truths.

A way to formulate assertion conditions for contingent truths is offered by the
formal distinction between refuted contents and missing constructions. This was
already exploited in [I2], where classical formulas were reduced to intuitionistic
‘pseudo-truths’ by double negation, the implication from =—Fa to F'a being valid
in a finite domain. In the same vein, the meaning of a valid judgement Fa true
justifies the further conclusion that no construction for —Fa true is possible.
Then, a weaker form of predication is justified by inferring from ——Fa the new
judgement F'x, where the constructor x stands for a refutable assumption, cor-
responding to a place-holder for a (yet) missing, though admissible, construction
of truth. In other words: no proof that Fa is a valid predication has been given;
but, provided no refutation has been performed either, one such assumption can
be made, up to refutation or confirmation being provided. We shall further ex-
plore this direction in order to provide appropriate rules for modal modification
in a constructivist setting.

3.1 Modal Types for Contingent Truth

We rely on the previous work [I8] for the complete presentation of a type theory
with refutable assumptions. We shall consider briefly the modal fragment of that
language, which is here adapted for the interpretation of modal modifiers. In the
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following, we shall revert to the standard type-theoretic notation that expresses
a predication Fa in the form of an object of type a: F.

Let us start by considering a polymorphism of both types and constructors: we
have one kind of expressions F' type, by which we collect propositions justified by
appropriate verifications a, b, .. .; another kind of expressions F' typess collects
propositions which are assumed to be true, as their constructions are not refuted
and only their negation is not yet refuted. For these expressions a constructor is
thus a variable x, y, . . ., induced from a judgement —(F — L). Judgements of the
first sort induce a constructive notion of truth (¢rue); the second ones, a weaker
predicate of contingent truth (true*). Identity of terms holds within type, and its
constructors are composed in the standard manner by way of listing, application,
abstraction and pairing to define connectives (conjunction and implication) and
quantifiers. Conversion rules are defined over terms of the type;,; fragment, 8-
reduction of type;ns terms to corresponding type terms (evaluation) and a-term
equality.

Respecting the usual convention of distinguishing true from valid assump-
tions, we shall refer to a set of valid assumptions A as a set of constructions of
the type kind used to infer another construction; a set of true assumptions I’
is a set of constructions of the kind type;,s, used to infer another construc-
tion. Contextual judgements are thus built by derivability from judgements
I' = {F true*, ..., F, true*}, which establishes the truth of F' under refutable
assumptions Fi, ..., F,,. When those F1, ..., F, are fully verified (computation-
ally, by reducing them by S-conversion to appropriate terms in type) the validity
of F true is established. Derivability from refutable assumptions defines a truth
predicate at a particular stage, depending on possible further states of knowledge.
Derivability from valid assumptions expresses validity preserved under any fur-
ther condition. In this way, we have extended the usual conceptual description
of types in terms of two semantic notions of truth and derivability, respectively,
for provable and refutable contents. To preserve this distinction two start rules
are defined:

I'a:F,AF F true Premise Rule

o F AFF true Hypothesis Rule
The premise rule allows us to derive explicitly verified contents. The hypothesis
rule reflects the derivation of contents that are only assumed to be true. The true
predicate can be understood as validity (that is, truth in every situation) and it
corresponds to truth by verification, whereas the predicate true* corresponds to
truth in a context of (true) assumptions.

To express such a distinction in the object language of the type system, we
extend our analysis to a modal 1anguage This also allows restoring a unique
semantic predicate. The modal operators are informally introduced following
the previous explanation of truth and validity: provided that the conditions for

21 For more on the following explanation of epistemic modalities, see [17].
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having the right to express a judgement are satisfied, the notion of judgemen-
tal necessity O(F true) corresponds to that of an apodictic judgement: what is
known to be thus and so cannot be known to be otherwise. The constructive in-
terpretation identifies provability, truth and knowledge. The basic condition for
the truth of Fa is thus the individual (construction, proof) a that makes F' true
(a:F); when F presupposes further types (propositions) to be valid (true), these
represent the context in which F is formulated (instantiated, known). Conditions
in such a context I" can be seen as contextual or background knowledge. Hence,
O(F true) is knowledge for which no further contextual conditions are needed
(I' = (). The corresponding interpretation of a judgemental possibility operator
starts from the propositional equivalence OF <> —=0—F'; this leads in [26] to the
other equivalence: O(F true) < —O(—F true). If conditions needed for the know-
ledge of F' true can all be satisfied only with I" empty, then this formula reduces
to the conditions for O(F true). Otherwise, truth is preserved in certain know-
ledge states in which appropriate conditions I = (Fy true*,..., F, true*),n > 1
are formulated. The latter amounts in our language to x;: F; as a condition for
F true. Hence, we infer modalities directly from our polymorphic constructors:

a:F O-formation z:

O(F true) O(F true) Q-formation

The inference to the truth of contextual judgements requires generalization to
contextual formulae:

Definition 5 (Necessitation Context). For any context I', OI is given by
\U{OF; true | for all F; € I'}.

Definition 6 (Normal Context). For any context I', OI' is given by
U{oF; true | o ={0,0} and OF; true for at least one F; € I'}.

Then a judgement valid under assumptions becomes a possibility judgement if
its context remains normal, that is, at least one its assumptions is true* P For
the use of contingent truths as the key to modelling modal modification, we are
interested here in the rule that characterizes the use of Normal Contexts. Local
validity (or derivability under true assumptions) is defined by introduction and
elimination rules for the O-operator

I x;:F; - F true*
Or, O(F; true) b O(F true)

22 Necessitation and Normal Context are equivalent to Global and Local Context as
known from the literature in modal logic. Cf. [6].

23 Structural rules such as Weakening, Contraction, Exchange hold in the form of the-
orems; also, a rule of substitution for truth predicates and terms can be proved,
plus the local inversion of these modal rules with the appropriate [-counterparts,
corresponding to their soundness and completeness. See [1§].
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This rule has a corresponding elimination rule that returns the true* predicate
from a O(F true) judgement occurring in the second premise2q For current pur-
poses, we formulate the elimination rule to generate explicitly two predications
resulting, respectively, from verifying or refuting the conditions:

Or, O(F; true) B O(F true) [ /ai]: F;
or,0 E0()
,O(F; true) F O(F true)

Qr, O(F; true) b O(F true) F,— L

O, O(=(F; true)) = O(=(F true)) E-0(2)

3.2 CTT: Alleged and Allegedly

The basic idea informing our simulation of a modal modifier is to interpret
it as a modal operator producing a non-terminating set of terms to provide
assertion conditions for a contingent truth. Our judgemental ¢ operator and its
introduction and elimination rules regulate precisely such epistemic conditions.

Let us start by reconsidering the example “a is an assassin”. We start with a an
individual constructor in the kind type, and F' the property (assassin) predicated
of a. A valid predication Fa corresponds, in our language, to a judgement of the
form a: F, expressing the (proven) fact that there is an individual a who is an

assassin

[Fal: “(It is true that) a is an assassin”

with the truth predicate hidden by the formalism. It is crucial for our construc-
tion to unveil the nature of such a truth predicate, i.e. to establish which rules
it obeys. When M is a modal modifier like Alleged, [M F] a should be unpacked
as

[MF] a: “(It is true that) a is an alleged assassin”

Our claim is that the modal modifier M over I’ applied to a can be simulated
in terms of our I-{ rule by analytically defining the conditions under which
the truth of Fa is asserted. The meaning of [MF] a is in turn equivalent to
O(F true).

To get started, let us note the following. The constructivist epistemology un-
derlying the present interpretation of modal modifiers rests entirely on the per-
spectivalist view of performing acts of judging propositions, according to which
acts of judging (hence of knowing) are always acts performed from within a

2 See [18].

25 This would, ideally, be the individual a caught in the act of killing someone. As
explained below, this rather unrealistic representation is replaced by the requirement
that the true predication “John is an assassin” satisfies all the conditions that make
John an assassin.
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first-person perspective by an epistemic subject in an appropriate knowing con-
text P4 This means that judgements ground speech acts, which may remain im-
plicit. Hence, the above-mentioned reading of Alleged readily transforms into the
following:

M][Fal: “Allegedly, (it is true that) a is an assassin”

In fact, where the apodictic form of judgement expressed by “a is an assassin”
is grounded in a proof object independent of unsatisfied conditions, the modally
modified judgement expressed by “Allegedly, a is an assassin” is grounded in a
proof object dependent on refutable conditions, as explained above.

We thus exploit the nature of the predication as dependently defined. Every
assertion can be formulated as depending on (possibly implicit) conditions. The
most obvious conditions can be made evident in terms of an analytic deconstruc-
tion of the predicate, as e.g. by saying that “John is an assassin, provided it is
true that he killed a human being on purpose”. Besides this analytical form, a
judgement can be turned into a dependent one by referring to conditions dictated
by the perspective from which the act of judging occurs. As an example, let us
assume that the proposition expressed by “John is an assassin” is asserted from
within the perspective of a legal system where to be convicted as an assassin
requires that the individual has been found guilty by the lowest to the highest
courts. Then, an obvious formulation of our dependency relation would be of
the form: “John is an assassin, provided it is true that he has been found guilty
of killing a human being by each of the required courts”. The list of conditions
can be further modified by adding, for example, “under no mitigating circum-
stances” P71 If and when such conditions are proved to hold, we shall declare
John an assassin. The modified form, predicating of John that he is an alleged
assassin, holds in so far as it cannot be decided that all the conditions that make
John an assassin hold.

In fact, O(F true) expresses precisely the impossibility of reducing the con-
structor for F' to type. This means that at least one of the assumptions under
which a: F' is constructed remains unverified, hence making it impossible to as-
sert that a has property F. Then, one cannot judge either F'a or =Fa to be true.
Notice that our ¢ rules prevent ill-behaving inferences. In particular, it is not
possible to infer that John has allegedly killed someone from the fact that John
is not an assassin: the latter has its own set of (satisfied, valid) assumptions,
falsifying the open conditions for being an alleged assassin. It is also impossible

26 On the perspectivalist epistemology underlying Martin-Léf’s Type Theory, see e.g.
[23]. For the use of such an approach in the epistemological debate on information
and knowledge, see [19].

2T The perspective can be easily changed so that also conditions change. For example,
for someone who considers hunting an act of violence, the following might hold: “John
is an assassin, for he killed a beast”. Our concern is here only to assess the role of
dependent judging in the formulation of a construction for modal modifiers. Hence
we shall restrict ourselves to the more evident and less problematic formulation of
such meanings.
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to infer that John is an alleged assassin from not knowing that John has killed
someone: the latter means that there is no predication at all with respect to a: F,
hence also no account of the conditions for considering its truth. As a result, no
judgement candidate has been laid down for acceptance or refutation.

The validity of the dependent judgement corresponds to the reduction of the
construction to the type fragment and hence of its assertion conditions to (I,
so as to finally execute an inference OI" F O(F true). To do so, we require that
none of the conditions under which F true holds be falsifiable. The construction
O(F true) expresses instead the validity of type;,s for at least one condition
which does not reduce.

M][Fa)] is the modally modified predication of F' of a. It is constructively
expressed as a function M (x)[x: F], saying that for at least one F[z;: F;] it holds
that F; typei,s, and hence F' true* 24 To preserve the functional aspect of M in
the constructive notation, we will refer to M (z)[z : F] as the type satisfied by
some f:F modified by having a judgement of the form f:F, for which at least
one f;:F; cannot be shown to reduce:

Ftype[l|  F; typewy €T M(z)[a:F] -
OF, (z;: F) f: F - F type[(z:(£))(f;): F}] Modal Modification

Gloss: “Let there be an object type F' that is satisfied, provided that all the
object types in I' = {Fi,..., F,,} have appropriate type constructors; let it be
the case that for F; € I" a constructor is admissible but no reduction is provided,
so that F; typei,s holds; then it is the case that, provided all the constructors
in I" apart from (at least) F; are satisfied, a modifier M holds for F' such that
F' is an object type if and only if F; has an appropriate S-contractum, and it
does not hold if F; does not reduce.” This rule is nothing other than an analytic
definition of type;ns, inducing immediately the judgement O(F true).

Three remarks are in place to appreciate why such a construction qualifies as
one of a modal modifier:

1. the modal operator expresses the separation between terminating and non-
terminating terms, a property which is not available in the standard format
of CTT; by presenting the constructor OI, (x;: F;) f: F = F type[(z;(f))(fi):
F}], we refer to a term f that is modified by the missing reduction for a term
fi on which it depends;

2. given the admissibility of f;, this construction simulates a derivability re-
lation that satisfies the tertium non datur of the non-modal alternatives
Fa Vv —Fa, though the language does not allow its formal derivability from
O(F true). The appropriate way of expressing the meaning of a modal mod-
ifier such as Alleged in a sentence like “(It is true that) John is an alleged
assassin” is to say: “(It is true that) John is an assassin if « is true” or “(It
is false that) John is an assassin if = is not true”;

3. the resolution of the contingency of the modal predication is possible by one
of the two elimination rules.

28 Because M applies to an a already predicated in F, CTT has no need for a coun-
terpart of pseudo-detachment or any other rule of left subsectivity.
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4 Conclusion

The uniquely defining feature that any theory of modal modifiers must accom-
modate is their oscillation between subsection and privation. It is relative to a
particular context of evaluation whether a particular modal modifier is subsective
or else privative. No other modifier — be it subsective, privative or intersective —
shares this feature of context-sensitivity.

We suggested above an intimate connection between modal modifiers and
non-factive attitudes. From b knowing whether a is an F' it follows only that it is
possible that a be an F' and that it is possible that a not be an F'. If ¢ is an alleged
assassin, the same two possibilites hold. We worked out an account of modal
modifiers in two different directions. Within TIL we worked out an account of
alethic possibility. The truth of a being an alleged assassin is logically compatible
with one of two possible states-of-affairs obtaining: a being an assassin, a failing
to be an assassin. Within CTT we worked out an account of epistemic possibility.
The knowledge that a is an alleged assassin is compatible with either of two
possible pieces of knowledge: knowing that a is an assassin, knowing that a is
not an assassin. Neither has been refuted or verified.

The TIL definition of modal modifiers M, says that, necessarily, if x has the
property [M,, F| at (w,t) then, possibly, z is an F and, possibly,  is not an
F. Possibly, there is a (w',t') such that if x is an [M,,F] then z is an F, and
possibly, there is an alternative (w”,t”) such that if = is an [M,,, F] then x fails
to be an F'. It falls to empirical inquiry to establish whether (w, t) is like (w’, ")
or like (w”,t"”). The meaning of an adjective denoting a modal modifier is a
procedure whose product is a mapping from properties to properties. From the
definition of modal modifiers we obtained a conditional elimination rule for M,,.
We also provided an introduction rule for Alleged, while pointing out that it may
not generalize to all other modal modifiers.

The CTT definition of modal modifiers M,, is given in terms of rules for a
modal operator ¢ that applies to a judgement of the form (F true). The intro-
duction rule spells out how to form such a judgement O(F true) from laying down
its assertion conditions, which are neither verified nor refuted. The elimination
can be given in one of two forms: by verifying or by refuting conditions. The rule
of Modal Modification expresses this dependency from open assumptions in the
form of a function from constructions to constructions.

It follows readily from the TIL introduction and elimination rules for the
property modifier M,, that the sentence “a is an alleged assassin” is equiva-
lent with the sentence “Allegedly, a is an assassin”, Allegedly a propositional
modifier. Those are not synonymous sentences, however, since their respective
meanings are two different procedures that produce the same truth-condition
(possible-world proposition). In CTT the relationship between those two sen-
tences is synonymy, because one is the logical analysis of the other. The logical
form of “a is an alleged assassin” is, in the final analysis, M,,[Fa] and not
[M,, Fla. M,,[Fa] is the modally modified judgement that the proposition that
a is an F' is true. This judgement can be made, defeasibly, as long as it has not
yet been established whether a is an assassin.
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An Outline of a Dynamic Theory of Frames
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Abstract. In this article we present an extension to the theory of frames
developed in Petersen (2007). Petersen’s theory only applies to concepts
for persistent objects like trees or dogs but not to concepts for actions and
events that are inherently dynamic because they describe factual changes
in the world. Basic frames are defined as Kripke-models. In order to rep-
resent the dynamic dimension one needs in addition both combinations
of and transformation between such models. Combinations of Kripke-
models are used for temporalization (representing stages of objects and
the temporal development of events) and refinement (representing the
internal structure of objects). Such combinations are defined using tech-
niques from Finger & Gabbay (1992) and Blackburn & de Rijke (1997).
Transformations between Kripke-models are used to represent the fac-
tual changes brought about by events. Such transformations are defined
using strategies from Dynamic Logic and Dynamic Epistemic Logic, Van
Benthem et al. (2005)[]

Keywords: dynamic frame theory, Kripke models, combining systems,
simulations, dative alternation.

1 Introduction

Barsalou (1992, 1999), following the work of Fillmore (1982), extended Fillmore’s
concept of frame, arguing that it is the fundamental representation of knowledge
in human cognition which underlies the content and structure of concepts. He de-
fines a frame as a recursive attribute-value structure in which attributes denote
properties of objects, like colour or height, whose manifestations are represented
by the values, e.g. blond or black for the colour of the hair of a person. Values
need not be atomic but can be frames themselves. For example, the attribute
BIRTH of a person can be a frame consisting of attributes like DATE and
PLACE. A formal theory of frames in the sense of Barsalou was developed in
Petersen (2007). Extending the notion of a typed feature structure in Carpenter
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and criticisms.
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(1992), she defines a frame as a directed connected graph satisfying the following
three conditions: (i) there is a central node (depicted by a double border), (ii)
each node is of a particular type indicating the sort of the value and (iii) arcs
are labeled with functional attributesH In Figure (1) the (simplified) frame for
the sortal concept tree is given (see Petersen & Osswald 2012 for details). Such
frames will be called Petersen-frames.

Fig. 1. Frame for the sortal concept tree

Both Barsalou’s approach and Petersen’s formalization of it only apply to
static concepts which are related to persistent objects like trees, mothers and
dogs and which are usually expressed in natural language by common nouns.
What is missing is an account of dynamic concepts that express changes and
which are related to non-stative or action verbs like write, go to, kick or arrive.
Both types of concepts are not independent of each other. Static concepts provide
links to dynamic concepts, e.g. in the form of actions that can be performed by
or with a given type of objects. Dynamic concepts for action and events, on the
other hand, are ‘applied’ to persistent objects having particular properties the
values of which get changed during the execution of the action or the occurrence
of the event.

A central question for a frame theory therefore is: is it possible to model
dynamic concepts in the same (or at least similar) way as static concepts? Lobner
(2011) distinguishes the two options below.

1. There is a uniform format underlying both static and dynamic frames.

2. The format of frames is used only for static concepts. Dynamic concepts
are conceived of as procedures operating on static frames. On this view a
theory of frames consists of a space of (static) frames and a set of dynamic
operations on, or in, that space.

The two options are illustrated by the concept for x going from A to B. One
attempt at modelling this concept as a frame is depicted in Figure (2).

The central node represents the event of going. This event is related by three
attributes (modeling thematic relations or roles) to three objects x, A and B, re-
spectively. However, there is no relation between the Source and Goal attributes
and the Location attribute of the actor at the beginning and the end of the

2 Thus, in contrast to Carpenter, Petersen does not require that a feature structure
be rooted. A second difference, neglected in the present context, is that attributes
are defined as a special kind of type; see Petersen (2007) for details.
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ACTOR GOAL
¢ SCIéURCE ,
Fig. 2. Fillmore frame

going-event, respectively. According to option (1), this lack can be overcome
in the following way. Frames for events and actions are defined in such a way
as containing attributes representing temporal transitions, e.g. a change of the
actor’s location from value A to value B. This is shown in Figure (3).

ALTOR

LOCATION LOCATION

£ S
A /////{y

CHAMGES TO

Fig. 3. Frame with temporal transition

By contrast, using option (2), events are modeled as procedures that operate
on (static) frames. In our example such a procedure would map a frame for the
object x with the attribute Location having the value A to a frame for the same
object with the attribute having the value B. This is depicted in Figure (4) on
the next page.

As noted by Lobner (2011), option (1) calls for an inventive new account of
frames with the main problem being the representation of time within frames
for verbs. The main difficulty for the second option consists first in deriving
frames from a procedural verb representation and second in formally defining
the procedures themselves.

The rest of the paper is organized as follows. In the next section the theory
is presented in an informal way. In the following section a possible formalization
both of the structures and of the combinations and mappings between them is
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7

Loc.

rocedure:
“u goes fiom A 0 B

Fig. 4. Transition between frames

givenE In the last two sections the theory is related to the notion of simulation
in Barsalou (1999) and to the frame-based analysis of send-verbs in Kallmeyer
& Osswald (2012).

2 Static and Dynamic Frames

A key problem with the frames depicted in Figures 2-4 in the preceding section
is that they (i) capture only one aspect (frame in Figure 2), (ii) try to capture
different aspects in a single frame (frame in Figure 3) or (iii) that some aspect is
not represented as a frame at all (frame in Figure 4). Thus, they either achieve
too little or they try to achieve too much within single frames.

By contrast, the approach to a dynamic theory of frames to be developed
in the sequel distinguishes different levels of frames: besides basic frames, e.g.
Petersen-frames, one also needs combinations of and transformations between
frames. One thus arrives at a hierarchical structure in which the different aspects
of the dynamic dimension of concepts for actions and events are modelled.

The basic level are frames like those shown in Figures 1 and 2. They are used
to model the static dimension, e.g. the relation between an event and its partic-
ipants. Petersen-frames already represent a second level of frames: refinement.
They can be taken to give a detailed or internal (though partial) representa-
tion of an object whose type is determined by the central node. On this view,
refinement is a relation between a persistent object, taken as an atom, and a
representation of it where it is seen as having various properties having certain
values. Refinement is a first step to model the dynamic aspect. Action and events
change a particular aspect (or particular aspects) of an object, for example its
volume or its degree of dryness, leaving other aspects unchanged. Different types
of events change different aspects of the same object (dry a shirt vs. send a shirt
to Mary). It is therefore necessary to represent those properties the values of

3 Due to lack of space the discussion is restricted to the question of what structures and
combinations between them are needed. The equally important issues of how those
structures are used to construe the meanings of verbs and of what are appropriate
logics (languages) to talk about those structures must be left to another occasion.
Preliminary results can be found in Naumann (2012a,c) and section (5) below.
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which get affected during the event [ However, refinement alone is not enough
for modelling the dynamic dimension because one needs two different represen-
tations of the same object: one at the beginning of the event and a second one
at its end[d Thus, events must be represented in their temporal evolution (oc-
currence) and Petersen-frames must be related to (appropriate) stages of those
evolutions. This level of frames is called temporalization. Finally, a fourth level
is needed, which represents the dynamics proper, so to speak. At that level the
transition (transformation) between one Petersen-frame to the next Petersen-
frame in the temporal evolution of an event is interpreted as the result of an
update construction between the first Petersen-frame and a particular type of
event frame. In the remainder of this section, we will give an informal account
of the theory.

Concepts for persistent objects like trees, dogs and mothers, as modelled by
Petersen-frames, only have a static dimension in the following sense. These con-
cepts describe what is the case (holds) for an object at a particular moment in
time. There is therefore no explicit temporal (or dynamic, change) component.
Such concepts (recursively) relate a central node, which determines the type of
the object, to a set of attribute-value pairs that represent properties of the ob-
ject and their values at a particular moment of time, respectively. An example
of such a frame is given in Figure (1) above for the (sortal) concept tree.

Similar to concepts for persistent objects, concepts for actions and events
have a static dimension. This dimension represents the relation between an ac-
tion/event and the (persistent) objects participating in it. In the present context
these relations are defined in terms of thematic roles like Actor, Theme or Recip-
ient. These relations between an event and its participants too are static in the
sense that they do not change during the occurrence of the event. This compo-
nent can be represented by frames of the type in Figure (5), which are a variant
of a Fillmore frame. Such frames will be called static event frames (SEFs).

Fig. 5. Static event frame

4 As will be shown in section (4), this aspect is also closely related to the notion of a
simulation.

5 For many types of events it is also important to model what happens during the
occurrence of the event; see below for details.
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In an SEF both the event and the objects it is related to are taken as atomic,
undivisible entities with no internal structure. In order to arrive at the dy-
namic dimension of the concepts for actions and events both types of entities,
persistent objects and actions/events, must be assigned some kind of internal
structure, which is then used in representing those entities over (or in) time
(temporalization). The key idea to be used is the concept of refinement.

The idea of refinement can be illustrated by the following example taken from
Blackburn & de Rijke (1997). When working with a graphical user interface on
a computer, the desktop usually contains a number of icons. These icons are just
‘blobs’ as long as the user does not click on them. However, when one wants
to perform a certain task, one gets a more refined view. One double-clicks on
an icon and as an effect one zooms into another level of structureld So in a
refinement there are two levels which are linked by a relation. At the higher
level an entity is seen as an atom without internal structure, whereas at the
lower level one gets a more detailed (or fine-grained) view of the entity. For
persistent objects this means that information about (some of) their properties
and their corresponding values (at a particular moment in time) is provided. In
the case of actions and events the information concerns the temporal (dynamic)
development of the event in time. Thus, in a frame theory refinement both for
persistent objects and events has to do with a relation between those entities
and time

For persistent objects, a Petersen-frame is already a refinement of the object
at the central node. For actions and (non-boundary) events one has to take into
consideration that, contrary to persistent objects, they occur in time. They have
a beginning (left boundary) and an end (right boundary) point During any
proper part of the time span corresponding to those two points only part of the
event exists (or occurs)gp

There are different ways of how the boundary of an event can be defined. For
example, it can be taken to be a time point. An alternative view, investigated in
Pinon (1997), consists in taking the beginning and the end of an event to be a
special sort of event, called boundary events, which have no temporal extension in
the sense that their run-time is a singleton. In the sequel we will adopt this latter

5 An example from linguistics, also discussed in Blackburn & de Rijke (1997), is GPSG.
In this grammar formalism feature structures are used to refine the notion of gram-
matical category. Nodes in a parse tree are not just decorated with atomic informa-
tion about categories (like np or vp, for example). Rather these atomic categories
become refined by being assigned a feature structure that contains information about
various subatomic features and values.

For persistent objects one may speak of a temporalized perspective or a stage (for
the latter, see Osswald & Van Valin 2012 and the references cited in that article).
Thus, we do not consider infinite events.

The difference to persistent objects is the following. Although persistent objects have
a beginning (say birth or creation) and an end (say death or destruction) too, they
do not occur in time in the sense that for a proper part of their lifespan only a proper
part of them exists. Rather, they are completely present at any moment during that
time span. For more on this distinction, see for example Wiggins (1980).

<1
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alternative since by using it we do not need to explicitly introduce a separate
domain of time points (or, alternatively, of time intervals)

One way of modelling this relation between an event and its left and right
boundary as a frame is given in Figure (6), where o and [ are attributes that
are interpreted by two functions assigning to an event its left and right boundary,
respectively.

Fig. 6.

An alternative way, to be adopted in the sequel, consists in assigning to an
event a frame which is a linear (or sequential) transition structure in which the
left and right boundary are nodes that are linked by the event itself. Such frames
will be called Temporal Event Frames.

CO——®
Fig. 7. Temporalized event frame

For events, the above way of refinement already amounts to temporalization
because the internal structure represents the event as occurring in time. Tempo-
ralizing their participants requires another strategy. A first attempt at defining
temporalization in the domain of persistent objects could consist in assigning
to each such object in an SEF a Petersen-frame. However, this attempt fails
for at least two reasons. First, it only captures the relation between the object
and its set of property-values pairs at a particular moment in time during the
occurrence of the event. Second, since the root of an SEF has, at least in general,
an extended temporal extension (a proper interval), it would be unclear to what
stage of the event the Petersen-frame should be applied. Thus, assigning to each
leaf in an SEF a Petersen-frame by a refinement-relation is not what we are
looking after.

1% Though we occasionally will refer to time points in the sequel. One way of relating
boundary events to a flow of time consisting of time points is to assume that each
boundary event is assigned exactly one time point as its run-time.
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Fig. 8. Temporalized static event frame with Petersen-frames as values

The key observation is that a temporalized SEF (t-SEF) has to be assigned
not to the event itself but to its temporalized representation, that is, to its left
and right boundary e, and e, respectively. For example, the t-SEF assigned to
eq represents what holds of the objects participating in the event e (modelled by
the SEF assigned to e) at the left boundary of e. Thus, the general idea is that
for a boundary event a thematic relation links it to a refined (or temporalized)
representation of an object to which the event of which it is a boundary is related
by the same thematic relation. This representation models the properties of the
object at a particular moment in time, namely at that moment corresponding
to the boundary. If such a t-SEF is assigned to each node in a TEF, one gets a
description of how the object develops (or changes) during the occurrence of the
event. This is shown in Figure (8) where the values are Petersen-frames.

Thus, the general architecture is the following. Non-boundary events are re-
lated to persistent objects represented as atomic objects. This relation is cap-
tured by SEFs. By contrast, boundary events are related to a more fine-grained
(or temporalized) representation of the object. This relation is captured by t-
SEFs.

The dynamic dimension of concepts for actions/events can now be defined as
an operation on (or transformation between) t-SEFs: the t-SEF assigned to e, is
transformed by the event e into the t-SEF assigned to ep. If this operation is to
be modeled by a frame two questions that have to be answered are: (i) what is
represented by such a frame? and (ii) how is the operation between a t-SEF and
this type of frame be defined? Beginning with the first question, such a frame
has to represent what change is brought about by the event. One way of how this
can be done counsists in specifying what has to hold for the event to occur (its
precondition) and what holds after the event has occurred (its postcondition)

1 In Dynamic Logic, a program has both a (weakest) precondition specifying under
what conditions this program can be executed and a (strongest) postcondition spec-
ifying what holds after a (terminating) execution of the program; see e.g. Harel
et al. (2000) for details.



An Outline of a Dynamic Theory of Frames 123

For example, the change expressed by become dry requires that at the right
boundary of the event the object undergoing the change (say some piece of
clothing like a shirt) is dry, i.e. it has the maximal value on the dryness scale,
say 0, whereas at the left boundary of the event this object had a non-zero degree
of dryness. This kind of change is definite in the sense that a unique value for the
right boundary of the event is determined. By contrast, the change expressed
by become drier is indefinite in the sense that the only condition imposed on
the right boundary of the event is that the degree of dryness be lower than the
degree at the left boundary. The pre- and postcondition are not independent of
each other. First, they are both formulated with respect to the same property of
an object participating in the event and second the values of this property must
be distinct.

An answer to the second question must account for the following constraints.
First, the (input) t-SEF at e, must satisfy the precondition imposed by e be-
cause otherwise the event e cannot occur. Second, the transformation consists
in assigning to the property that gets changed a new value, namely the value re-
sulting from the change brought about by the event. The frame corresponding to
the dynamic dimension of the concept for an action/event can now be defined as
having two attributes corresponding to the pre- and postcondition, respectively.
Such frames will be called update frames.

pRE

POg

Fig. 9. Update frame

Both the pre- and postcondition can be given as formulas of the language that
is used to talk about t-SEFs. Applied to the example of becoming dry, one gets
(1), yielding the frame representation in Figure (10). Here we use modal logic
as a language to talk about frames. See section (3) and Blackburn (1993, 1994)
for details.

(1)  a. precondition : <THEME><DRYNESS>- 0
b. postcondition: <THEME><DRYNESS>0

The operation yields an output t-SEF only if the test whether the input t-SEF
satisfies the precondition imposed by the update frame succeeds. The resulting
t-SEF' is constructed from the input t-SEF by a substitution (or assignment)
operation: the property affected by the change is assigned a new value (or, the
old value (at e,) is replaced by a new value given by the postcondition). This
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Fig. 10. Update frame with values

is shown in Figure (11). Applied to (1), one gets: Tr = THEME and PROP =
DRYNESS (Tr = thematic relation). The value v can be any value other than
0 on the dryness-scale so that the precondition v* # 0 is satisfied. The result
of the update construction, i.e. of applying the update frame with root e to the
t-SEF on the left, is the t-SEF on the right where the value v is replaced by v’.

v implies v* v is replaced by v/

Fig. 11. Update construction

Summarizing the informal account of this section, one has: Concepts for ac-
tions and events consist of

— a static dimension (modelled by a static event frame SEF)

— a temporal dimension (modelled by a temporal event frame TEF)
temporalized static event frames (t-SEF), which combine the static and the
temporal dimension

— an update dimension (modelled by an update frame UF)

an update construction which maps t-SEFs and an update model to t-SEFs
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3 A Possible Formalization

In this section we will sketch a possible formalization of the ideas presented in
section (2). We will concentrate on defining the different structures and their
combinations. Concerning the question of which logics (languages) are appropri-
ate for those structures we only give an example of a simple modal logic. The
discussion of more expressive logics (which are certainly needed) must be left to
another occasion. We will begin by giving the definition of a feature structure in
Blackburn (1993).

Definition 1 (Feature Structure). A feature structure of signature <L,A>
with L a non-empty set of possible labels and A a non-empty set of (atomic)
information, is an ordered triple < N,{Ri}icr,{Qa}aca >, where N is a non-
empty set of nodes; for each | € L, Ry is a binary relation on N that is a partial
function; and for each a € A, Qg is a unary relation on N.

According to this definition, feature structures are a special kind of Kripke mod-
els consisting of a set of nodes together with a collection of binary relations and
a collection of unary relations on these nodes. A simple modal logic for talk-
ing about such structures can be defined in the usual way. The standard truth
definition is as follows.

1. MinEp,iffneQ,

2. M,nl—¢iffnotM,n ¢

3. MnEoVvoiff MinE ¢orM,n =

4. M,nE<l> ¢iffIn' with (n,n') € Riand M,n' = ¢

Kripke-models are basically used to represent ontologies like those of persis-
tent object (Petersen-frames) and action/events. Many-sorted Kripke-models
are used to represent relations between different ontologies where the entities
are taken as atoms. In Petersen-frames the domain is a (non-empty) set of per-
sistent objects. In addition, there is a distinguished node, called the central node
(cn L is a set of (functional) relation symbols like CROWN or TRUNK and
A is a set of (unary) predicate symbols like diameter or trunk.
The definition of an event-structure is given below.

Definition 2 (Event Structure). An event structure E is a siztuple <
Epnp, By, o, 8,1, C> where (i) Enp is a non-empty set of non-boundary events,
(ii) Ey is a non-empty set of boundary events, (iii) o () is a total function
from Eyy, to Ey that assigns to each non-boundary event e its left (right) bound-
ary a(e) (5(6)) U and C are the usual join and part-of relations on the domain
of non-boundary events.

12 Missing from this definition is the condition that the interpretation of atomic for-
mulas is constrained by a sort-hierarchy.

13 Tt is possible to extend the definition to boundary events by setting a(ey) = B(ep) =
ep, i.e. each boundary event is its own left and right boundary.
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Static event frames are defined as two-sorted Kripke structures with two dis-
joint domains: a domain of non-boundary and boundary events and a domain of
persistent objects.

Definition 3 (Static Event Frame). A static event frame (SEF) of signa-
ture <T> with T a non-empty set of thematic relation symbols is a triple <
E,O,{TR;}ier >, where E is a non-empty set of non-boundary or boundary
events, O is a non-empty set of persistent objects and each TR; is a partial
function on E x O.

Instead of having two domains; E and O, it is possible to work with a single
domain W and two special unary constants, say event and object, in the un-
derlying language. These constants are defined in such a way that the domain
W is partitioned into two disjoint subdomains. Formally, this constraint can be
enforced by axioms like (i) event V object and (ii) —(event A object).

In order to model the dynamic dimension, it is necessary to use in addition
to Kripke-models various operations on such models. A first operation that will
be used is the combination of Kripke-models in the sense of Finger & Gabbay
(1992) and Blackburn & de Rijke (1997). If A and B are two classes of Kripke-
models (or, more generally, structures), and Z is a collection of relations between
the elements of A and those of B, the triple < A, Z,B > is called a trio with
A and B the left and right continent, respectively, and Z the bridge between
the two continents. In the present context, trios are used for refinement and
temporalization.

In a refinement relation entities belonging to the domains of the elements of
the left continent A are assigned a structure belonging to the right continent
B. For action and events, refinement will be defined as the relation between
an action/event and its temporal developments (or evolutions). For example,
an event of drying can be decomposed into its inchoation (the beginning of
the drying), followed by a development portion (the theme becoming less and
less drier) and a culmination (the theme is dry) followed by a consequent state
during which the theme remains dry For events described by a verb like send
a possible temporal decomposition consists of an action undertaken by the actor
causing a movement of the theme to the recipient as its destination!’” In both
cases the occurrence of an event is described as an ordered sequence of different
phases

Temporal event frames (TEFs) are defined in terms of the sequential decom-
position of a non-boundary event e.

Definition 4 (sequential Decomposition of a Non-boundary Event). A
sequential decomposition (SD) of a non-boundary event e is a finite sequence of

4 Quch a decomposition is similar to the concept of a nucleus structure in Moens &
Steedman (1988).

!5 Such a temporal decomposition is similar to event templates like  CAUSE z GO_ TO
y). This is not the only decomposition for send; see section(5) for details.

16 Thus, in the domain of action and events refinement can also be regarded as a special
form of temporalization.
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non-boundary events ey...e, for somen s.t. (i) e = UE and E = {e1,...,en}, (%)

aler) = ale), (ii) Ben) = B(e) and (i) B(e;) = aleir1) for 1 <i<mn.

Two subtypes of SD of non-boundary events are distinguished: type-identical and
non-type identical SDs. For a type-identical SD, each event in the sequence is
of the same type as e. Thus, if P, is the set of all events of type v (e.g. if v =
dry, P, is the set of all drying-events), then if e € P, one also has e; € P, for
1 < i < n. By contrast, for a non-type identical decomposition, the e; are not of
the same type as e. This is the case for events like sending, for instance, where
the event is decomposed into a causing event and a resulting effect event, which
both are not sendings.

A second dimension with respect to which SDs can be classified is the way the
postcondition is evaluated on it. To take a drying-event of a shirt as an example:
the shirt is only dry at the left boundary of the event. Thus, the postcondition
only holds at the end of the event but at no stage preceding it. This dimension can
be represented by using program constructs from Dynamic Logic. For example,
the above example of a drying in which the postcondition only holds at the right
boundary of the event, can be modelled by a while-loop. Other types of how the
postcondition is evaluated can be defined in terms of (combinations of) other
programs. How this can be done, in particular for aspectual distinctions, has
been shown in Naumann (2001).

The SD of an event is in general not unique. It is always possible to set
UE = {e}. This is the coarsest SD. For a drying-event, the finest SD consists of
atomic drying events, i.e. one has: Ve'(e/ T e; — €' & Pyyy)).

Given the definition of an SD of an event, a temporal event frame is defined
as follows.

Definition 5 (Temporal Event Frame). A temporal event frame (TEF) is a
quadruple < Ey, Epp, Rye > s.t. (i) Ey U Ey, = E is a sequential decomposition
of e and (ii) R is defined by R(eq,ep,€)iffale) =eq AB(e) = ep.

Finally, refinement for events is defined as given below.

Definition 6 (Refinement for Events). Refinement for events is a trio <
Eny, Z{TEF,}qeq > s.t. (i) Enp is a non-empty set of non-boundary events,
(i) each TEF is a temporal event frame and (4ii) Z is defined by: (e, TEF,) € Z
iff TEF, is a sequential decomposition of e.

Temporalization is used for the domain of persistent objects. Although elements
of this domain persist through time, they usually undergo changes. For example,
a wet shirt becomes dry or Bill gets sent a book by John and therefore now
possesses this book whereas the book changed its location. Temporalization is
defined in two steps. First, a persistent object is assigned a frame which partially
describes what holds at the object at a particular stage during the occurrence of
an event. Taken in isolation, this step can be seen as an instance of refinement
because the object is described as having an internal structure given by the
property /value pairs of the frame. By repeating this assignment for each phase
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of the event, one arrives at a sequence of frames for the object which depicts
its temporal development during the occurrence of the event, in particular how
some of its properties change as an effect of the object participating in the event.
The first step is captured by temporalized static event frames.

Definition 7 (Temporalized Static Event Frame). A temporalized static
event frame (t-SEF) is triple < SEF,Z,{Ps}rer > where SEF is a static
event frame based on a domain of boundary events and a domain O of persistent
objects, {Pr}rer is a set of Petersen-frames having cardinality (0| and Z is
an injective function that assigns to each element of O a Petersen-frame from

{Pr}rer-

The second step consists in assigning to each e, € Ej, of a TEF its corresponding
t-SEF. More formally: For a given TEF, let Z’ be a function from Ej, that assigns
to e; € Ejy its corresponding t-SEF. The corresponding trio is then defined by
<TEF,Z ,range(Z'(Ey)) >

Refinement and temporalization relate structures to each other. In order to
model the dynamics proper, mappings (or transformations) between Kripke-
models are needed. For Kripke-models, either the domain (the set of states),
the accessibility relations or the valuation can be changed. For modelling the
change brought about by an action or an event, only the valuation needs to be
changed. Changes in the valuation are defined using the notion of a substitution.
The following definition is taken from Van Benthem et al. (2006). Let £ be an
appropriate language for talking about Petersen-frames.

Definition 8 (Substitutions). £ substitutions are functions of type L — L
that distribute over all language constructs, and that map all but a finite number
of basic propositions to themselves. L substitutions can be represented as sets of
bindings {p1 +— é1,...,Dn — On} where all the p; are different. If o is a substitu-
tion, then the set {p € P|o(p) # p} is called its domain, notation dom(o). The
identity substitution is denoted by €. SU B, is the set of all substitutions.

Using the notion of a substitution, the notion of a Petersen-frame under a sub-
stitution is defined as follows.

Definition 9 (Petersen-Frame under a Substitution). If P =<
W,V,{T Ri}+er > is a Petersen-frame and o is a substitution (for an appro-
priate language L, then VS is the valuation given by Ap.[[o(p)]|™. In other
words, VE assigns to p the set of worlds w in which o(p) is true. For P =<
W, V.{TRi}ier >, M? is the model given by P =< W, VG, {TRi}ier >.

The idea underlying a substitution and a Petersen-frame under it can be illus-
trated by the following example. Let is_zero be an atomic proposition that is
true of a node of type dryness just in case the value of the corresponding prop-
erty of an object (say a shirt) is the maximal element of the dryness-scale (i.e. 0).
Suppose furthermore that there is a single node, say n, in the Petersen-frame of
that type. Then for a drying-event the input Petersen-frame M has —is_ zero for
the node n that is the value of the path < THEMFE >< DRY NESS > so that
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V(is_zero) = () in the frame M. The required substitution is o(is_zero) = ¢
with V(¢) = {n}. If dom(0o) is a singleton, this means that there is exactly one
postcondition. If there is more than one postcondition, |[dom(c)| > 1 (this is the
case for events like sending; see section(5) for details).

Update models for events specify the pre- and postconditions for each event
in the model, where the latter are defined using the notion of a substitution.

Definition 10 (Event Update Model). An event update model with language
L is a triple < E,pre,post > where (i) E is a non-empty set of non-boundary
events, (ii) pre : E — L assigns a precondition to each event and (iii) post :
E — SUB_ assigns an L substitution to each event.

Update execution is now modelled by the following construction.

Definition 11 (Update Execution). Given a Petersen-frame P =<
W,V {Tri}ter > with central node w € W and an update model <
E, pre,post >, with P,w = pre(e), the update triggered by e in P,w is the
model M?.

Thus, for a single postcondition the occurrence of an event e has the effect of
transforming the Petersen-frame at its left boundary to another Petersen-frame
at its right boundary that differs from the former only in the value that is
assigned to the node specified by e’s postcondition.

A schematic overview of the theory is depicted in Figur (12) (R = refinement;
T = temporalization). The event e at the root of the SEF on the left is refined to
the TEF on the right, yielding a temporal sequential decomposition of e. Each
boundary event e, in this decomposition is the root of a t-SEF the Petersen-
frame of which gives a (partial) representation of the object bearing Tr to e (or
e;) at the stage e, of the event e. On this perspective the object Tr(e) gets
temporalized. Viewed from T'r(e), the Petersen-frame is a refinement, describing
one of its stages. Each e; brings about a partial change with respect to T'r(e). This
change is modelled by the update construction ® between the Petersen-frame at
a(e;) and the update model corresponding to e;, yielding the (updated) Petersen-
frame at, modelled by a Petersen-frame under substitution, G(e;). When taken
together, one gets the overall change effected by the event e (w.r.t. Tr(e)). The
correspondinmg update construction is shown at the bottom of the figure.

Figure (12) also shows how it is possible to model the meaning of a verb in a
single (higher-order) frame. Note that for the meaning of a verb the sequential
decomposition plays no role in semantically classifying the verb. What is needed,
instead, is a more abstract, higher-level characterization of that sequence. One
way of arriving at such an abstraction is to use the notion of a nucleus structure
(Moens and Steedman 1988). Such a structure defines a sequential decomposi-
tion of an event in terms of notions like development portion, culmination and
consequent state. For example, a degree achievement like dry has the nucleus
structure depicted in Figure (13).
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Fig. 13. Nucleus structure for dry

It is possible to define the development portion and the culmination in terms
of the event e in the following way: the development portion is e without its
right boundary and the culmination is the right boundary. At each part of the
nucleus structure the property affected by an event of the type denoted by the
verb is assigned a particular value. The assignment of these values can be char-
acterized by a formula in Dynamic Logic. For example, for dry the postcondition
<THEMEFE >< DRYNESS > 0 is false for the development portion and true
for the culmination and the consequent state.

On this perspective the sequential decomposition of e is replaced by a par-
ticular nucleus structure characterizing the verb (or its aspectual class), i.e. the
TEF is a nucleus structure. Each part of this structure is the root of a SEF so
that it is assigned a Petersen-frame displaying the value of the property that gets
changed. This definition of a sequential decomposition corresponds to the sec-
ond dimension discussed above at which such a decomposition can be classified.
Thus, instead of working with a sequential decomposition, one uses a particular
dimension at which this decomposition can be characterized 11

17 For details on this perspective, see Naumann (2012c).
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4 Simulations in a Dynamic Theory of Frames

In this section we will relate our dynamic theory of frames to Barsalou’s main
motivation for introducing the frame concept. According to Barsalou (1999), per-
ceptual representations rather than amodal logic-based propositions are the build-
ing blocks of cognition. Perceptual representations (or simulations) are the key
concept in a theory of grounded cognition. During the interaction with the world
traces of perceptions and experiences of objects and events become associated
with words (e.g. verbs and nouns) and are stored in the memory repository of
the brain. During language comprehension those traces are retrieved from mem-
ory and are reactivated to produce a perceptual representation (or simulation) of
the situation described by the sentence or discourse. For example, when reading
the sentence The ranger saw an eagle in the sky comprehenders will simulate the
eagle as having its wings outstretched (as opposed to having them drawn) because
it was flying and not, say, perched in a nest. In a series of experiments Zwaan and
his colleagues (Zwaan & Stanfield 2001, Zwaan et al. 2002) tested this approach to
language comprehension They predicted that there should be a mismatch effect
when subjects are presented with the above sentence followed by a picture of an
eagle with its wings drawn. This hypothesis was tested in two experiments. Af-
ter reading a sentence, comprehenders were presented with a line drawing of the
object in question. In the first experiment they had to judge whether the object
had been mentioned in the sentence whereas in the second experiment they had
to simply name the object. The authors found that in both experiments responses
were faster when the shape of the pictured objects matched the shape implied by
the sentence compared to when there was a mismatch.

These experimental findings can be taken as evidence that the amodal (propo-
sitional) representation of the sentence The ranger saw an eagle in the sky given
in (2) does not capture the fact that the eagle is represented with its wings
outstretched.

Despite its weakness the logic representation in (2) captures the aspect that
the eagle is the constant theme of the seeing event and the constant actor of the
flying event. This aspect is important for the identity of persistent objects over
time. Consider e.g. the short discourse in (3).

(2)  The eagle was flying in the sky. After a few minutes it arrived at its nest
and began to feed its offspring.

In this discourse the simulated shape of the eagle changes as a function of its
location and, more importantly, the action it is involved in. But despite those
differences it is the same eagle that is talked about and that has to be simulated
(a fact which is, among other things, reflected in the use of the pronouns it and
its).

In our approach the aspect of identity over time (or across sentences) is cap-
tured by SEFs which relate an event to a set of objects taken as atoms that
persist over time. The aspect of a modal perceptual representation is captured
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by t-SEFs in which the persistent object is related to a boundary event and
represented as having certain properties together with the corresponding values
that can undergo a change due to external forces and events.

The results of Zwaan and colleagues also show that in the Petersen-frame of
an object in a t-SEF not all of the object’s properties need to be represented
(or activated) but only a certain subset consisting of those properties that are
related to the type of event described by the sentence. Thus, we get the following
thesis:

What is represented in a Petersen-frame of an object in a t-SEF depends
on the type of the event that is described.

The way an object participating in an event is simulated depends, at least partly,
on the type of the event. For example, although all three events in the discourse
in (3) (flying, arriving and feeding) are related to the same eagle, the Petersen-
frames used in the corresponding t-SEFs differ. For example, the shape of the
eagle’s wings will be simulated differently in the flying and in the arriving event
(difference in the value of the attribute describing the shape of the wings of the
eagle)@ and in the feeding event the shape of the wings need not be represented
at all. Instead the shape of its head (mouth) will be represented simulating the
feeding activity Thus, a verb not only imposes a constraint on the type of
object (e.g. the ability to fly) but it also primes the values of some of its prop-
erties, like the shape of its wings, for example. As a consequence, the semantic
representation of a verb cannot be restricted to SEFs but must in addition also
contain t-SEFs in which those constraints on how the object is simulated during
the event are expressed.

The above considerations show that simulation and refinement are closely
related. Refinement is needed in order to have access to those aspects of an
object that change due to the event. But such aspects are also needed to account
for the way an object is simulated during sentence comprehension. With respect
to the different levels of frames, one gets the following correlations:

SEF — represented as an atom — identity over time
t-SEF — represented as having an internal structure — simulation -+ refine-
ment + temporalization

The relation between simulation and the theory presented in this article is dis-
cussed in more detail in Naumann(2012b,c).

8 Of course, other aspects of a simulation depend on additional factors like past expe-
riences and/or the preceding linguistic context.

19 This dependency of how an object is simulated on the object it participates in is
one argument for defining t-SEFs with boundary events as roots and not with time
points. This makes it possible to have an object being simulated in different ways
when it is involved in several events at the same time.
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5 The Dative Alternation with Send Verbs in English

In this section it is shown how the theory presented in the preceding sections
can be applied to the frame-based analysis of send-verbs in Kallmeyer & Oss-
wald (2012). In English, send occurs both in the double object (DO) and the
prepositional object (PO) construction as exemplified by (4).

(3) a. John sent Mary the book.
b. John sent the book to Mary.

Using decompositional schemas (see e.g. Levin & Rappaport-Hovav 2005), the
two interpretations can be represented as shown in (5).

(4) a. [[#ACT|CAUSE [y HAVE 2|
b. [z ACT]|CAUSE [z GOTOy]

In both cases send is analyzed as having a causal component: the actor x does
something which causes a change in the theme z. In the DO construction the
effect of the causation is a change of possession whereas in the PO construction
it is a change of location (the theme is at (or arrives at) the recipient conceived
of as the destination). However, neither in the DO nor in the PO construction is
the effect lexically entailed as shown by the non-contradictory examples in (6).

(5) a. John sent Mary the book. But she never got it.
b. John sent the book to Mary. But it never arrived there.

Send only lexicalizes a caused motion towards the destination. By contrast, the
arrival at the destination and the change of possession are only prospective (see
Kallmeyer & Osswald 2012 and Beavers 2011 for details). Based on this analysis,
Kallmeyer & Osswald (2012) propose the frame representation in Figure (14) for
send.

[sending

EFFECTOR [8]

THEME  [9]

GOAL

CAUSE |:activity :|
EFFECTOR
change-of-loc

EFFECT THEME 9]
DESTINATION

Fig. 14. Lexical frame for send
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The frame representation in Figure (14) not only captures the fact that send
expresses a causation whose effect is a change of location but also the fact that
the theme (prospectively) arrives at the destination 2] The other meaning com-
ponents, that are not lexicalized, are given by constructions which are also mod-
elled as frames. For example, the frame for the DO construction is shown in
Figure (15) 2]

causation
THEME
GOAL
activity
CAUSE
EFFECTOR

change-of-poss
EFFECT | THEME
RECIPIENT

Fig. 15. Lexical frame for the DO construction

nti

activity
CAUSE
EFFECTOR [1]

TEF

THEME

change-of-poss
EFFECT
RECIPIENT

Fig. 16. Alternative DO construction

Let us relate Kallmeyer & Osswald’s analysis to the approach developed in the
preceding sections. The EFFECTOR, THEME, GOAL part of the frame repre-
sentation corresponds to an SEF. An event of type sending is related to different
objects participating in it. The attributes CAUSE and EFFECT describe a par-
ticular type of TEF: it is a non-type identical sequential decomposition of the
sending event. The types of those decompositions describe particular kinds of
programs and are therefore related to the second dimension at which a sequen-
tial decomposition can be described (the way a postcondition is brought about).
Thus, adapting the Kallmeyer & Osswald analysis to our framework the relevant

20 Thus, the lexical contribution of send already comprises that of the PO construction,
except for aspects like those related to the influence of to on possible recipients
(Rainer Osswald p.c.). For example, consider the difference between John send the
package to Mary/London and John gave the package to Mary/*London.

21 Thus, Kallmeyer & Osswald’s analysis separates the contribution of the lexical mean-
ing from the contribution of a construction in the sense of construction grammar.
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part of the representation of the DO construction is as in Figure (16) (where nti
is the type of non-type identical TEFs).

What is missing in this representation is the constraint on the way an ob-
ject is simulated. Therefore, the values of the attributes CAUSE and EFFECT
should themselves be TEFs in which the values of attributes like EFFECTOR
are Petersen-frames capturing the required constraints.

The distinction between the lexical contribution of a verb and those of a
construction is related to the fact that an event is in general related not to a
single but to a set of TEFs. In the case of send at least the following temporal
decompositions can be distinguished.

— type 1: caused change of location
— type 2: caused change of location plus a movement to the destination
— type 3: caused change of location plus a change of possession

The first type defines that part of a sequential decomposition which is common
to all sending-events, thus reflecting the fact that it expresses the semantic con-
tribution of the verb. The second and third type can be distinguished by making
use of the fact that the two kinds of changes are related to different scales: a
path-scale for the change of location to the destination and a (binary or sim-
plex) ‘possession’-scale for the change of possession (see Beavers 2011). These
two types of changes are, however, not independent of each other: whenever
the theme arrives at the destination (type 2), the recipient comes to possess it.
One way of modelling this relationship consists in having a temporal decompo-
sition which is of both types (or a common subtype of those two types). This
combination yields a fourth type.

— type 4: caused change of location plus a movement to the destination plus a
change of possession

The lexical contribution of send is a type 2 TEF whereas the DO construction
contributes a type 3 TEF. In a sentence like John sent Mary the book both
TEFs are combined to yields a type 4 TEF. For send this combination can be
defined as follows. Since the ‘possession’-scale, on which the type 3 TEF is built,
is binary, i.e. there are only two values, the decomposition consists only of e,
and e related by the sending-event. At e, —Hawve(y, z) holds (precondition),
whereas at e, one has Have(y, z) (postcondition). In the combined type 4 TEF
the preconditions of both TEFs are combined at e, and the same is done for the
postconditions at ep.

6 Conclusion and Directions for Future Work

In this article we presented a dynamic theory of frames in which (basic) frames
are defined as Kripke-models. In order to model the dynamic dimension of con-
cepts for actions and events, not only basic frames but also combinations of and
transformations between such frames must be considered. The dynamics proper
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is modelled by an update construction between a simple frame and an update
frame.

There are at least the following two important issues that haven’t been ad-
dressed in this article:

1. How is the meaning of verbs built in terms of the different levels of frames?
An answer to this question depends, at least in part, on results from psy-
cholinguistics and brain science. Some preliminary results of how a dynamic
theory of frames can be combined with recent results in the latter areas are
presented in Naumann(2012a,b).

2. What are appropriate logics (or languages) for talking about the structures
defined in section(3)? At present, we are using some form of extended modal
logics like arrow logic or hybrid logic.

Let me close by mentioning some further questions: (i) How can the concept of a
scale be integrated into the theory? (ii) How is the concept of causation modelled
in the theory? The update construction used in the theory only changes the valu-
ations of Kripke-models. However, other operations on Kripke-models are possi-
ble. Lobner (2011), for example, mentions: adding or deleting attributes (level of
Petersen-frames), saturating arguments and relocating the central node. With
respect to linguistic applications Lobner refers to metaphors: attributes with
values are transferred from one frame to another one, forming a new concept.
Other examples include shifts, for example from play to player, where the cen-
tral node of a frame for a verb is shifted to the actor node. Finally, in order to
model non-factual, for instance, epistemic changes triggered by communicative
acts like announcements, further strategies from Dynamic Epistemic Logic must
be incorporated into the theory.
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What Does It Mean for an Indefinite
to Be Presuppositional?*

Umut Ozge

University of Stuttgart

Abstract. The paper is concerned with the nature of the presuppositionality in-
volved in “strong” (or presuppositional) indefinite noun phrases in general, and
Turkish accusative marked indefinites in particular. It investigates the seman-
tics of Turkish accusative indefinites with regard to the categories of existential
import, contextual restrictedness (or D-linking) and semantic scope, within the
DRT-based Binding Theory of presupposition justification. It argues that neither
contextual restrictedness nor scope properties alone can account for the seman-
tics of Turkish Acc-indefinites. It further argues that existential import, modeled
as anaphoricity encoded in the semantics of Acc-indefinites, is fundamental to
“strong” indefiniteness in Turkish and can be construed as the source of both
contextual restrictedness and wide scope behavior.

1 Introduction

Following the development of Discourse Representation Theories (aka. dynamic se-
mantics) of [Kamp (1984) and Heim (1982), it has become almost standard to treat
indefinite noun phrases (indefinites for short) as linguistic devices that introduce new
referents into the discourse model, replacing their classical Russellian analysis as ex-
istential quantifiers. According to the dynamic model, two basic characteristics of an
indefinite noun phrase are that its associated referent is novel in the discourse, and the
meaning of the indefinite does not involve any presuppositions. These two aspects are
usually taken to be the crucial difference between indefinites and definites.

This fundamental model of indefiniteness has been further developed in various ways
in the face of the fact that in many languages noun phrases appearing at certain positions
or bearing certain marked forms, while behaving like ordinary indefinites in introducing
new referents, encode certain relations to their sentential and extra-sentential context.

For an instance, [IDiesing (1992) argues that indefinites come in two varieties as pre-
suppositional and non-presuppositional, where the type of an indefinite is decided on
the basis of its syntactic position. One such position is the subject slot of an “individual-
level” predicate. Indefinites appearing at that position are argued to carry an existence
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presupposition (or existential import). In the following example fromlvon Fintel (1998),
the oddness of continuation (db) is explained as the failure of the existence presupposi-
tion triggered by the subject of the “individual-level” predicate are major. The failure
is due to the ignorance of the speaker regarding the existence of mistakes, which she
declares in the opening section of the discourse.

(1) T'm not sure yet whether there are any mistakes at all in this book manuscript, but
we can definitely not publish it. ..

a. if some mistakes are found.
b. #if some mistakes are major.

For another presuppositionality claim regarding indefinites, [Eng (1991)) claims that in
certain languages, at certain positions indefinites are explicitly marked as Discourse-
linked (or D-linked for short) L] Turkish is one language that employs an overt morpho-
logical marker to indicate the category of D-linking. [Eng (1991) claims that indefinite
noun phrases at the immediately preverbal position are bound to get interpreted as con-
nected to the previous discourse when they carry the accusative marker (henceforth
Acc). For instance while (2h), which has no overt case marking on the direct object
(henceforth @) can be a perfectly natural discourse opener, (Zb), which differs from the
former only in the Acc-marker on the direct object, is not interpretable unless the hearer
accommodates the speaker by inserting a familiar set of books or things to his/her dis-
course model; a typical effect for presuppositional expressions uttered in contexts that
are insufficient to justify those presuppositions.

(2) a. Din gece bir kitap okudum.
yesterday night a book read.1sg
‘Last night I read a book.’
b. Diin gece bir kitab-1  okudum.
yesterday night a book-Acc read.1sg
‘Last night I read one of the books.’
‘Last night I read a book.” (picked from a familiar set of items)

The literature is not conclusive on the relation between the notions of existential import
(or presuppositionality) and D-linkingH In this regard it is important to get clear about
the nature of presuppositionality involved in Turkish Acc-indefinites, which could pro-
vide answers to questions like: Is D-linking the same concept as existential import?
If not, which one is fundamental to the behaviour of “strong” indefinites? Is there an
empirical basis for D-linking in Turkish?

! The term [Eng 1991 uses for her semantic category is “specificity”. However, she explicitly
identifies this notion with what |Pesetsky (1987) calls Discourse-linking. I prefer to use the
second term (and “contextual restrictedness” in the later parts) to guard ourselves from the
confusion surrounding the term “specificity” as much as possible.

2 |Diesing 11992 entertains the possibility that they are the same concept, while lvan Geenhoven
1998 holds them distinct. [End 11991 claims that her notion of “specificity” (D-linking) is
what underlies Milsark’s [1977 “strong”/“weak” distinction, which is the point of departure
for|Diesing 11992.
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In the aim of shedding some light on these issues, the paper investigates the semantics
of Turkish Acc-indefinites with regard to the categories of existential import, D-linking
(or, later, contextual restrictedness) and semantic scope. In this investigation I adopt the
DRT-based Binding Theory of presupposition justification (Geurts|1999; ivan der Sandt
1992) as the formal framework. I start in Section [2] with a closer look at D-linking as
it is formalized by [Eng (1991). In Section 3] I introduce the Binding Theory. In Sec-
tion ] T address the question whether D-linking and existential import are distinct, and
if they are, which one is fundamental for Turkish Acc-indefinites. There I argue that
Eng’s (1991) proposal is not adequate in capturing the Turkish facts, and existential
import is more fundamental than D-linking to the semantics of Turkish Acc-indefinites.
In Section[AT discuss and object to some potential and actual arguments in defense of
Eng 1991, which give semantic scope a fundamental role in the semantics of “strong”
indefiniteness. In Section[GI present a proposal, and discuss how it handles the data left
uncovered by D-linking and scope based proposals. Finally I conclude in Section[7l

2 Acc-Marking and D-Linking

Eng (1991)) claims that there is a bidirectional implication between Acc-marking and
D-linking. The notion of D-linking is best illustrated by an example fromEng (1991)).

(3) Odam-a birka¢ cocuk girdi.
my-room-dat several child entered
‘Several children entered my room.’

4) a Ik kiza tantyordum.
two girl-Acc knew.1sg
‘I knew two girls [among the children].’ (D-linked)
b. Iki kiz tantyordum.
two girl knew.1sg
‘I knew two girls.’ (non-D-linked)

Eng (1991)) observes that in (#h) the girls are necessarily understood as belonging to
the set of children mentioned in (B])B while those in ({@b) necessarily introduce referents
from a domain disjoint with the one in (3).

End (1991) adopts a dynamic framework, where the primary function of nominal
expressions is to introduce discourse referents (modeled as variables) into the discourse

3|Eng 11991 alludes to the notion “partitivity” in characterizing her notion of “specificity”. It
is crucial to note here that the Acc-indefinite in (Zh) is not interchangeable with an explicit
partitive like kizlardan ikisini (‘two of the girls’) (cf.|[Eng11991:6). First, the explicit partitive
implies that there are more than two girls in the group, while no such implication is present
for the indefinite form. Second, the acceptability of the example as a continuation to (3) sig-
nificantly degrades, presumably because the presupposition involved with the explicit partitive
is much harder to accommodate than the one involved with the Acc-indefinite. This is the rea-
son why the example should not be translated as I knew two of the girls. | am grateful to an
anonymous reviewer for pointing out the need for clarification at this point.
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model. In [Eng’s (1991)) treatment every NP introduces two variables (instead of the
customary one). Both of these variables can be either indefinite or definite. The first
variable (x; in [B) stands for the referent of the NP, while the second variable (xj in &)
stands for the superset this variable is required to be a subset or an element of, depending
on whether the NP in question is plural or singular.

(5) Every [np @] j) is interpreted as o(x;) and
x; Cxjif NP<,<7]-> is plural;
{xi} € x; if NPy; jy is singular.

Ordinary definite descriptions are definite in their first variable, meaning that their refer-
ent must be given in the prior discourse. Non-D-linked indefinites are indefinite in both
variables, meaning that both their referents and the supersets they come from are new to
the discourse. D-linked indefinites are those which are indefinite in the first variable, but
definite in the second. They introduce novel referents into the discourse model, but the
superset from which this novel referent is picked from has to be given in the discourse
model.

End (1991)) extends her treatment to direct objects headed by “strong” quantifiers like
every and most, which obligatorily receive Acc-marking in Turkish. Thereby, D-linking
is offered as a unified concept underlying the “strong”/“weak” distinction.

In SectionE]T will have a closer look at|Eng’s (1991)) proposal. Before that I introduce
the formalism used in the rest of the paper.

3 Presuppositionality as Anaphoricity

Definite descriptions like the errors, together with other “strong” NPs, are usually ar-
gued to carry, among possibly others, the presupposition that their domain is not empty.
One way to model this is to explicitly define a definedness relation between expressions
and contexts, which says that a definite description the N is defined (i.e. has a semantic
value) in a context ¢ only if ¢ entails that there is exactly one individual that satisfies V.

The DRT-based Binding Theory of presuppositions (Geurtd 11999; lvan der Sandt
1992)) offers an alternative way to think about presuppositionalityﬂ The basic idea be-
hind the Binding Theory is “presuppositionality as anaphoricity”. |Geurts (2007:253)
explains how this idea can be applied to existence presuppositions triggered by “strong”
NPs in the following quote: “A strong quantifier does not merely presuppose that its do-
main is non-empty; rather, the purpose of its presupposition is to recover a suitable
domain from the context.”

In the rest of the paper I use a simplified version of the Binding Theory. Here is an
examplleg of how a sentence involving a presupposition trigger is handled within Binding
Theory

(6) John saw none of the errors (in the article).

4 The present Binding Theory is totally distinct from the module of the Government Binding
Theory with the same name.
5 For space concerns I assume basic familiarity with DRT.
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x,Z
* . x,Z
X = john
x= john' error'(Z) UNIQ'(Z) x= john!
»¥ »Y error'(Z) UNIQ'(Z)
(7 error’(Y) Y=2 ~ Y
-~ UNIQ'(Y) _ error'(Y) - yez
yey UNIQ'(Y) (e y)
saw'(x,y) yey ’
saw' (x,y)

The first step of ([@) consists of building a preliminary representation from ([5])@ The
crucial point here is how the presupposition triggered by the definite description the
errors is represented. The presuppositional content of the definite description is added
to the same discourse representation structure (DRS) together with its assertive content
(i.e. the negated box in the left most representation in[Z]). The presuppositional content
is notationally distinguished from the assertive content by underlining. The meaning of
this convention is that underlined discourse referents and conditions should get bound
by antecedents in the same or a higher and accessible DRS in order for the whole
representation to be interpretable. The predicate constant ‘UNIQ’ stands for “unique
identifiability”, which I employ as a placeholder for a more thorough formulation of
definiteness/| What all this mechanism amounts to say is that for the representation
constructed on the basis of lexical content and compositional derivation of (6)) to be in-
terpretable, the hearer needs to find a uniquely identifiable set of errors in the discourse
model. Now I turn to what happens after this preliminary representation is constructed.

Two things happen in the second step of (@). One, given that (6) is a discourse opener,
and hence there were no suitable antecedent for Y and its associated conditions to get
bound to, an antecedent is accommodated into the main DRS@ In other words, the
hearer acts as if there were a uniquely identifiable set of errors in the discourse context
to which (@) is contributed. It is crucial at this point to note that, as a general principle,
presuppositions tend to get accommodated at the highest possible position (aka “global
accommodation”), especially in the absence of contextual factors that force “non-global
accommodation” (see below and|Geurts|1999 for more on this). Two, Y is bound to the
accommodated antecedent Z by an equivative condition.

Finally, in the third step we get rid of underlined referents and conditions and arrive
at the final (and interpretable) representation. The resulting representation is verified in

<l

6 Notational conventions: Primes (*/*) distinguish constants from variables. Upper case variables
‘X, Y, Z’ stand for sets, lower ones stand for atomic individuals. I assume that same predicate
can apply both to atomic and set arguments.

7 There also needs to be a plurality constraint, which I gloss over for simplicity.

8 The communication fails if such an accommodation is not possible for some reason.
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contexts where there is an individual John and a (uniquely identifiable) set of errors,
and it is not the case that there is at least one error from this set such that John saw it.

4 Presuppositionality of Acc-Indefinites

Having seen how the Binding Theory works, now it can be used to clarify the nature of
the presuppositionality involved in Turkish Acc-indefinites. An obvious way to recon-
structEng’s (1991)) formulation of D-linking given in (@) above is to make the contextual
restriction requirement a presupposition triggered by the Acc-marker. To illustrate, let
us return to her exampleé)

(8) Odam-a birka¢ cocuk girdi.
my-room-dat several child entered
‘Several children entered my room.’

(9) a. Birkiz taniyordum.
a girl-Acc knew.1sg
‘I knew a/one girl.’ (Acc-marked: D-linked)

b. Bir kiz tantyordum.
a girl knew.lsg
‘T knew a girl.’ (0-marked: non-D-linked)

The discourse opener (§) gets the following simple DRS:
X

10
(10) child'(X) entered' (X)

The representation for (9a), which has an Acc-marked indefinite object, is as follows:

xy,Z

11
(1 x=spkr’ girl'(y) y€eZ UNIQ'(Z) know'(x,y)

Here the definiteness requirementEng (1991)) puts on the superset variable of D-linked
indefinites is modeled by making the superset variable Z presuppositional by underlin-
ing it, and introducing the unique identifiability requirement. (I1) states that the girl in
question must be part of a contextually given set. When the representation in (II)) is
added to the established discourse given in (I0), one gets:

9 The example is slightly altered by switching to a singular indefinite in order not to deal with
plurality. I will continue to use singular indefinites in the rest of the paper. To the best of my
judgment, nothing important hinges on this alteration.
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X,x0Z

(12) child' (X) entered' (X)
x=spkr’ girl'(y) y€Z UNIQ'(Z) know'(x,y)

The obvious justification of the presupposition triggered by the Acc-marker is to bind Z
to the set of children introduced before. This gives us the final representation below[']

X,x,y

(13) child'(X) entered' (X)
x=spkr’ girl'(y) yeX know'(x,y)

In the derivation for the @-marked version (@b)) the superset variable Z in (I1)) would be
novel.[Eng (1991:note 11) suggests that for non-D-linked indefinites the superset is sim-
ply identified with the restrictor predicate of the head noun of the NP. This means that
anything related to the superset would simply get eliminated resulting in the following.

X, x,y

(14) child'(X) entered' (X)
x=spkr’ girl'(y) know'(x,y)

As far as I can see, my reconstruction of [Eng’s (1991)) proposal in DRT terms does full
justice to its original, apart from dealing with plurality.

Now I will argue that |[Eng’s (1991)) formulation is not fully adequate in capturing
certain empirical facts. In this argument I make use of the behavior of Acc-indefinites
under negation. Let us start by considering the negated version of (©a).

(15) Odam-a birka¢ cocuk girdi.
my-room-dat several child entered
‘Several children entered my room.’

(16) a. Birkiz1 tanimiyordum.
a girl-Acc knew-Neg.1sg
‘I didn’t know a girl. (=There was a girl [among them] I didn’t know.)’

b. Bir kiz tammiyordum.
a girl knew-Neg.lsg
‘I didn’t know any girl. (non-D-linked)

10 Note that the unique identifiability of the set of children is assumed and left implicit in the
DRS:s.
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The representation of the Acc-marked (I6a) is given in two steps, where the presup-
positional superset is again bound by the children introduced in the opening sentence

(13:

X
¥ X,x

27 7/ /!
child'(X) ente/red (%) child' (X) entered (X)
x = spkr /
7 X = spkr’
17) > ~ y

- girl'(y) yeZ UNIQ(Z)

-/ . ’ ,
know'(x,y) girl'(y) y€X know'(x,y)

Informally, the end result of (I7) reads:

(18) There is no individual known by the speaker such that she is a girl and she is one
of the children who entered the room of the speaker.

The crucial observation is that this interpretation is verified in a context where there
are no girls among the children who entered the room. However the most immediately
available interpretation of (164 is:

(19) There is a girl among the children who entered the room such that the speaker
doesn’t know her.

More strongly, to the best of my and my informants’ judgement, there is no interpreta-
tion of (I6a) such that a speaker can use this sentence without committing to the exis-
tence of girls among the children. Therefore (I8), which is predicted by [Eng’s (1991)
formulation, cannot be among the interpretations of ([EI)

I argue that the inadequacy of [Eng’s (1991)) model lies in its ignoring the existential
import as a presuppositional component of Acc-indefinites, while concentrating solely

T One might attribute the unavailability of (I8) as an interpretation of (I6a) due to pragmatic
reasons, along the following lines. In the general case, the absence or presence of girls among
a bunch of children is a visually decidable matter. By this token it is reasonable to assume that
the speaker of (I6a) knows whether there are girls in the group. Then one continues to reason
as follows: If someone wants to claim (I8) on the basis of the proposition There are no girls in
the group, then she is expected to assert this stronger proposition rather than the weaker (I8).
Therefore, one might argue, we infer that the speaker knows (or sees) that there are girls in the
group, and this inference is the source of the existential import. However this pragmatic expla-
nation cannot be valid: My argument can be replicated by changing the example by replacing
children and girls respectively with academicians and professors, where visual identifiability
is presumably not at issue. Still, the sentence Bir profesorii tanmimryordum. (“1 didn’t know a
professor.”), which has an accusative marker on the object, cannot get the type of interpretation
given in (I8)), because again the speaker commits herself to the existence of professors among
the academicians.
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on the contextual restrictedness requirement@ If the semantics of the Acc-marker were
that of contextual restriction, then there would be no reason why (I8) cannot be ex-
pressed with e)E

Before giving the present proposal in Section [6] I look in some detail at some argu-
ments that might be put in defense of [Eng’s (1991)) modelling of Acc-indefinites.

5 Acc-Indefinites and Scope

It might be argued that the most prominent reading of (I6a) given in (I9), which cannot
be captured by (my reconstruction of) |[Eng’s (1991)) proposal, is a so called “specific”
or “existential taking scope over negation” reading. In this case the existence of at least
one girl among the students would be an assertion rather than a presupposition of (I6al).
If one could add an independent mechanism that forces the Acc-indefinite to take a
wider scope than negation, then one could defend [Eng’s (1991)) proposal. I look at two
forms such an argument can take.

Argument 1. The Acc-marker has a scopal semantics which forces its host NP to
raise in some level of logical form["] This mechanism gives the Acc-marked indefinite
in (T6a) wide scope over negation, thereby resulting in an assertion of existence.

Objection. Acc-marked indefinites do not necessarily take wide-scope over com-
manding operators (see Eng (1991 and (QOzge 2011/ on the interaction of Acc-indefinites
with various intensional and nominal operators) The possibility of narrow scope Acc-
indefinites does not in itself refute the general argument from scope, however. There
may be other mechanisms at work that force Acc-indefinites to take wide scope in cer-
tain occasions. Now [ turn to an argument alluding to such a mechanism.

Argument 2. It is common for marked (or “strong”) indefinites to tend to take
wide scope with respect to commanding operators (see [Farkas 2002 for a review).

12 SeelKelepin 2001 for an earlier claim that the essential interpretative aspect of Acc-marking is
the presupposition that the domain of the indefinite is not empty. Her claim is backed by the
observation that in the object position of referentially opaque verbs Acc-marked indefinites get
areferential reading without being D-linked (or partitive). Therefore, she concludes, D-linking
cannot be the underlying semantics of Acc-marking.

13 It should also be noted that (I8) is not available with (IGh) either, which has the following
interpretation:

(i) The speaker does not know any girl (Wwhomsoever).

If (I8) were available with the @-marked (I6B) then it would have been possible to make an
argument from Gricean inference to the effect that the existence committing reading (19) is a
by-product of using the marked (Acc) form, in a situation where the unmarked (@) form could
have been used as well. We will have more on this below.

14 See |Aygen-Tosurl 11999 for such a proposal on Acc-marked indefinites in Turkish; and [Farkas
2002 for various cross-linguistic examples of scopal semantics of special indefinites.

15 This may not be so obvious for example (I6a) in particular, and negation in general, due
to certain contextual factors that interact with negation. Below we will see that once these
contextual factors are adjusted, the so called “specific” or wide-scope reading in (I9) is not the
only reading one could get.
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Furthermore, it is also common, and true for Turkish, that unmarked forms are obligato-
rily narrow scope. Given these facts, [Eng (1991:23) suggests that a Gricean inferential
mechanism might be responsible for giving Acc-marked indefinites wider scope than
commanding operators. As far as I can see, [Eng’s (1991) Gricean argument hinges on
flouting the maxim of quantity and can be stated as follows:

(20) If the speaker wants to convey a narrow-scope reading, it is enough that he
uses the unmarked @-form. But he uses the stronger (more informative) Acc-
marked form, therefore he either flouts the maxim of quantity by saying more
than needed, or his aim is not to convey a narrow scope reading. Since I assume
the speaker is a cooperative one, I go for the second possibility.

Therefore, the argument would go, it is this wide scope implicature, rather than the
presuppositional properties of the Acc-marked indefinite, that is the source of existential
import.

Objection. In order for the argument in (20) to go through two conditions need to
be met: (i) The Acc-marking should not be already motivated by something other than
scope; (ii) The Acc-marked form should indeed be stronger (more informative) than the
@-marked form. Remember from note [13] that (I6D) is interpreted as claiming that the
speaker does not know any girl whomsoever. It crucially lacks an interpretation which
states that the speaker does not know any girl from among the given set of children.
This corroborates [Eng’s (1991)) intuition that the @-marked indefinites are context in-
dependent, giving the classical narrow reading of so called “non-specific” indefinites.
This also shows that the first necessary condition of a Gricean inference is not met in
our example, since the Acc-marker is motivated to “link” the girl to the given set of
children' The second requirement is violated as well. Thanks to the downward entail-
ing context of (I6a), the Acc-marked version, which the argument in 20) requires to
be stronger than the @-marked version, is indeed weaker than it: If I do not know any
girls, then I do not know a girl among the children who entered my room; but even if
I do not know a girl among the children who entered my room, it may still be the case
that I know some other girls. I conclude that the Gricean inference argument in 20)
does not go through. Therefore we still lack an explanation regarding the source of the
existential import of (T6a).

I have another objection directed towards the argument from scope in general. This
objection is based on the independence of existential import from wide-scope. In note
above, I claimed that the so called “specific” reading (19) is not the only reading one
can get from (I6a)). I claim that there is also the reading represented as 21J), which says
that the speaker does not know any of the girls among the given set of children. I argue
that this reading is inhibited in the context of (8) due to pragmatic concerns. Specifically,
in order for (2I)) to be available, the context should attribute a “significance” to the state
of affairs represented in (21)); and (8) does not meet this requirement.

16[Eng (1991)) herself states that her Gricean argument works only for out-of-the-blue Acc-
marked indefinites, where, she argues, this linking function does not apply.
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X,x

child'(X) entered'(X)
x = spkr’
girl(Z) ZCX
y

ey

Tyez know'(x,y)

Now I will provide a context where the type of reading depicted in @21 is available[']
Assume a camping context where there is a given set of campers. The individual John
took an excursion. On his return he told about some dangers he faced with, and how
hard it was for him to be able to get back to the camp. Someone utters the following

(22) Neyseki John giderken yanma bir cocug-u almamis.
fortunately J.  while going with-him a child-Acc take-Neg-Past.4sg
‘Fortunately, John hasn’t taken a child with him to the excursion.’

which can naturally get the following interpretation, ignoring the contribution of fortu-
nately

17 The reading in @I)) is readily available with a free-choice determiner herhangi bir (‘any’)
or the negative polarity item hi¢ bir (‘lit. ‘none a”) as the determiner and with an accusative
marker on the indefinite:

(i) a. Hig¢ bir kiz-1 tanimiyordum.
none a girl-Acc knew-Neg.1sg
‘I knew none of the girls.’ (D-linked)

b. Hi¢ bir kiz tanimiyordum.
none a girl knew-Neg.1sg
‘I didn’t know any girls (whomsoever).’ (non-D-linked)

As the glosses make clear, the function of the Acc-marker cannot be reduced to a scope dif-
ference, as in both variants the indefinite takes scope under negation.

18 1t should be noted that @2) is not the most natural way to put the meaning represented in
(23). The explicit partitive cocuklardan birini (“one of the children”) would be more natural.
I nevertheless think that (22) is an acceptable Turkish sentence which gives the meaning con-
trast I build the argument over. In any case, the scope versus existential import distinction is
empirically quite reliable for free choice and negative polarity items of note [[71

19 The reason why I think we do not need to pay attention to the contribution of fortunately is
that whatever analysis one adopts for this (presumably focus sensitive) operator, one needs
to “feed” it with a representation like (23), with a focus marking on the “most interesting”
constituent ¢cocug-u (‘child-Acc’). Under the assumption of compositionality, this means that
one should have the representation in 23) at some point in the computation of the meaning of

@22).
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X,x

camper'(X) x= john'
child (Z) ZCX
(23) y

Tyez take'(x,y)

It is important to observe that (22)) is not an “emphatic denial”. We have the following
reasons behind this judgment. One, it is not necessary that John took some non-child
individual with him—he may well have gone alone; or it is likewise not necessary that
whether John should take a child with him or not be a question under discussion previ-
ously. Two, the example passes the test of “why-question contextualization” proposed
in|Szabolcsi 2004: For instance, (22)) might be a response to the question Why do you
feel so relieved?, asked when John is reported to be currently on a dangerous excursion.
Such type of contextualization is not available for “emphatic denials”.

The most relevant point concerning 22)) is its triggering the inference that there were
children among the campers. The speaker could not be talking about any child, which
would be possible without the accusative marking on the indefinite. She necessarily
commits to the existence of children among the campers. This in turn shows that her
utterance carries the existential import associated with the indefinite bir cocug-u (‘a
child-Acc’) without giving the indefinite a wider scope than negation. I think this is a
clear illustration of why existential import should be kept distinct from scope.

Let us sum up what we had so far. We translated [Eng’s (1991)) proposal for Turk-
ish Acc-marked indefinites (and similar constructions in other languages) into a DRT-
based Binding Theory of presupposition justification. Then, with the aid of negation,
we showed that|Eng’s (1991)) model is too weak to capture the relevant empirical facts.
Specifically, her model fails to account for existential import while concentrating on
contextual restrictedness. Next, we considered some potential arguments that can be put
in defense of [Eng (1991)). These arguments proposed that the source of the effects of the
Acc-marker under negation might be due to scope properties of the marker rather than
any presupposition triggered by it. I provided various objections to these arguments,
and established that existential import should be kept distinct from scope as well. The
upshot of the discussion so far is that existential import should be kept apart from both
contextual restriction/dependence and semantic scope; its effects cannot be reduced to
either of them. In the next section I will propose a model that aims to do justice to these
observations.

6 A Proposal

I claim that the basic distinction between an Acc-marked indefinite and a @-marked
one is that the restrictor of the former is an anaphoric expression where the restrictor
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of the latter is an ordinary predicate. In an Acc-indefinite like bir ¢cocugu (‘a child-
Acc’), there is an anaphoric component that is slightly different from an ordinary plural
pronoun like they. The difference is that while they does not have any lexical content
apart from plurality, the anaphoric component of the Acc-indefinite bir cocugu (‘a child-
Acc’) “seeks” an antecedent that satisfies the predicate child’. To illustrate let us revisit
(©a) considered again in the context of (8). The discourse opener (8) has the same
interpretation as above:

X

24
24) child'(X) entered'(X)

(Oa)) gets the following preliminary representation under the present proposal:

x,Z

25
25) x=spkr’ girl'(Z) yeZ UNIQ(Z) know'(x,y)

Merging these two representations gives the following:

X7Z7‘x’y

(26) child'(X) entered' (X)
x=spkr’ girl'(Z) yeZ UNIQ(Z) know' (x,y)

In order to arrive at an interpretable representation from here we need to resolve the
underlined anaphora, either by binding them to some elements already present in the
discourse model, or we need to first adjust our model by introducing some suitable
referents, and then bind our anaphora to these accommodated referents. The first option
is not available. Binding Z to the given set of children X is no more an option, thanks to
the anaphoric condition ‘girl’ (Z)’. What is left as an option is to accommodate a set of
girls (Y below). This computation is depicted as follows:

X’ Y’Z’x’y
child'(X) entered'(X)

girl'(Y)
x=spkr’ girl'(Z) yeZ UNIQ(Z) know' (x,y)

27)
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At this point performing the binding ¥ = Z still cannot give a fully satisfactory repre-
sentation. What is missing is the information that the accommodated girls belong among
the children. One option here is to introduce a contextual restriction predicate into the
semantics of the Acc-indefinite which needs to get bound in the discourse context. For
the sake of homogeneity of the representation we can model this as a set, and add an
extra condition that our anaphoric restrictor is a subset of this contextual restrictor set.
In this setting, the most natural binder of this contextual restriction set would be the set
of children, eventually giving us the result we desire.

For all its technical clarity, we are rather sceptic about the necessity of a semantically
coded contextual restriction mechanism. After all we are dealing with anaphora resolu-
tion, which is a highly “intelligent” process that trades on various factors like recency,
salience, and so on. As the proposal goes, the task of the interpretation process at the
point the structure in (23) is built is to find a uniquely identifiable set of girls as an an-
tecedent for Z, thanks to the UNIQ' condition on Z. It appears reasonable at this point
for an inference to occur, which “carves out” a set of girls from the set of children and
makes this set available for binding. Therefore, I suggest that contextual restrictedness
involved in Acc-indefinites in Turkish may simply be a by-product of the inferential
anaphora resolution process which is responsible for taking care of the anaphoric (or,
equivalently, presuppositional) constraints semantically encoded into Acc-indefinites.

In its final form, the present model handles the example under discussion as in 28),
where the contextual restriction information (i.e. ¥ C X) is part of the accommodated
information g

XY, Z,x,y X,Y,x,y
child'(X) entered'(X) child' (X) entered (X)
girl(Y) YCX Z=Y girl(Y) YCX
(28) x=spkr' girl'(Z) w7 x = spkr’/
yeZ UNIQ(Z) yey
know' (x,y) know' (x,y)

Before moving on to how our proposal handles more complicated examples discussed
above, a remark concerning number is in order. 28) is not fully specified with regard
to the number of girls in the children set; it may be something between one and the size
of the children set. I think this is a desirable situation because apart from the uses of
stressed bir (‘one’), which gives a plurality implicature for the restrictor, indefinites are
underspecified as to the plurality of their restrictor.

Now we can return to the negative example (22)), repeated here:

(29) Neyseki John giderken yanmna bir cocug-u almamis.
fortunately J.  while going with-him a child-Acc take-Neg-Past.4sg
‘Fortunately, John hasn’t taken a child with him to the excursion.’

20 Also note that the unique identifiability of the accommodated set is left implicit in the final
representation and the accommodation and binding operations are given together in the first
representation.
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The computation of an interpretable representation is given as follows:

X, Y, x
X,x , X,Y,x
camper'(X)
/ . !/
camper’ (X) x = john ,
x = john' child(Y) YCX camper ()S)
7 Y—7 X = john
¥ s child'(Y) Y CX
30 P
G0 child (z) - Y
- UNIQ'(Z) child'(Z) L ey
yeEZ -~ UNIQ(Z) mkye ey)
take'(x,y) ye€Z Y
take'(x,y)

Once again [ assume that the contextual link, namely that the child set is a subset of
the camper set, is an explicit part of the accommodation step, obviating the need for an
explicit contextual restriction mechanism. The antecedent child set is accommodated in
the top most discourse representation structure in line with the interpretive principles of
the Binging Theory.

An important question that is brought to my attention by Rick Nouwen (p.c.) is how
do we know that the “right” set of children is accommodated in (30)? Assume that there
are 5 children in the camp, and John took one of them to the excursion. The DRS in (30Q)
gets verified, if the hearer accommodates a set of 4 children, excluding the one who went
with John. In order to avoid this problem, we need to assume that the accommodated
set is maximal in the sense that it includes all the children in the camp. This kind of
constraints on accommodation of antecedent sets should in the end be articulated in an
explicit account of speaker intentions as represented by hearers.

One remaining question before I conclude is what happens to so called “specific”
readings. For the above example, such a reading would state that there is one particular
child that John didn’t take to the excursion. Although this reading is not contextually
well-supported in this example, we know from (I9) that such readings are quite readily
available in the absence of contextual factors that foreground readings like those in (30).

The proposed mechanism is, at least technically, capable of capturing “specific” read-
ings. All we need to do to arrive at a “specific” reading for (3Q) is to accommodate the
additional information that the accommodated set of children is a singleton At this
point care should be taken not to think that accommodating a singleton set of chil-
dren amounts to committing oneself to the claim that there is only one children among
the campers. The hearer could be totally ignorant about the actual number of children

21 Such a move could be thought of as a model of the notion “epistemic specificity” or “speaker
having an individual in mind’ (Farkas 2002). I think that a fruitful way of implementing this
type of “specificity” in the present system would be to use anchoring relations of the type
defended in Kamp and Bende-Farkas |submitted. I leave this as future work.
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among the campers, both when accommodating some set of children and when ac-
commodating a singleton set of children. All he or she needs is to find (or create) an
antecedent in the discourse model 4

Having proposed a technical solution, I leave it open whether or not an independent
mechanism is needed for the so called “specific” readings. The decision on this matter
needs to be based partly on an investigation of whether the present proposal on its own is
adequate in capturing various scope phenomena, which usually motivates the existence
of the so called “specific” readings. I do not have room here for such an investigation.

7 Conclusion

The general question this paper was concerned with is the nature of the presupposition-
ality involved in special types of indefinites, sometimes called “strong” or presupposi-
tional indefinites. We concentrated on Turkish Acc-marked indefinites. I tried to clarify
the semantics of Acc-indefinites with respect to three semantic properties: existential
import, contextual restrictedness (or D-linking) and operator scope. I argued that nei-
ther contextual restrictedness nor scope properties alone can account for the semantics
of Turkish Acc-indefinites. I also argued that existential import, modeled as anaphoric-
ity encoded in the semantics of Acc-indefinites, is not only fundamental to “strong”
indefiniteness in Turkish, but also can be construed as the source of both contextual
restrictedness and wide scope behavior. Admittedly our position is more tentative on
scope than it is on contextual restrictedness.

Although this paper concentrated on Turkish Acc-indefinites, I believe that our dis-
cussion has implications concerning “strong” indefiniteness in general and the relation
between “strong” indefinites and determiner phrases headed by “strong” determiners
like each, every, most, and so on. I leave the investigation of these issues to a forthcom-

ing paper.
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Abstract. Standard refinements of epistemic and doxastic logics that
avoid the problems of logical and deductive omniscience cannot easily be
generalised to default reasoning. This is even more so when defeasible
reasoning is understood as tentative reasoning; an understanding that is
inspired by the dynamic proofs of adaptive logic. In the present paper
we extend the abnormality (preference) models for adaptive consequence
with a set of open worlds to account for this type of inferential dynamics.
In doing so, we argue that unlike for mere deductive reasoning, tentative
inference cannot be modelled without such open worlds.

Keywords: adaptive logic, awareness, defeasible belief, modal logic,
omniscience, open worlds.

1 Omniscience and Tentative Inference

The problem of logical and deductive omniscience can be summarised as follows:
Whenever we model the beliefs of some agent a in terms of what is true at
all possible worlds that agent considers possible relative to the actual world,
the totality of a’s beliefs will contain all logical truths, and will be deductively
closed. A standard way out of this conundrum is to separate that agent’s explicit
beliefs from her merely implicit beliefs, and requiring that the latter but not
the former be deductively closed [9]. This can be done by either stipulating
that an agent’s explicit beliefs are just those implicit beliefs that satisfy an
additional condition, like being included in that agent’s awareness-set, or by
adding new, non-standard, states to the range of entities we need to quantify
over to obtain an agent’s explicit beliefs [9/7]. In the latter case, explicit belief
requires one to consider more states than implicit belief, but the bottom-result
is still the same: Explicit belief in ¢ is just the implicit belief in ¢ together with
the additional condition that no non-standard case where ¢ is true should be
considered a live possibility. As a result, this general strategy treats an agent’s
explicit beliefs as a sub-set of her implicit beliefs. Put differently, while an agent’s
merely implicit beliefs (implicit beliefs that are not explicit beliefs) and her
explicit beliefs are disjoint sets, they can never be in conflict. According to this
picture, the dynamics of inference is just the process of moving formulae (or
whatever entity we use to represent beliefs) from one set to another.

As long as we’re only considering monotonic inferences, the above description
of the dynamics of inference agrees with our intuitions. Inference is monotonic,

G. Bezhanishvili et al.(Eds.): ThiLLC 2011, LNCS 7758, pp. 155-[65] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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and (except for forgetting) so is the process of moving formulae from one set to
another. This is no longer obvious when non-monotonic or defeasible inferences
are considered as well.

To a first approximation, a defeasible inference is an inference that is war-
ranted by a default-rule [I1]:

VP, .., Pn
X

that entitles one to derive x from the prerequisite 1 on the condition that the
justifications @1, ...,y are consistent with one’s information.

Two related aspects of default-rules are particularly relevant here. First, unlike
standard rules, default rules impose both a positive and a negative condition. The
prerequisite is a positive condition on our information, but the demand that the
justifications should be consistent with our information is a negative condition.
While 1 should follow form our information, no contradiction should follow from
the union of our information with the prerequisites. Second, because a negative
condition can be satisfied relative to our present information but not necessarily
relative to any extension of that information, the conclusion of a default-rule
may have to be retracted in view of some newly acquired information. In short:
default-reasoning is non-monotonic.

Modelling defeasible reasoning by deductively omniscient agents is a rather
straightforward thing to do. Given a default-rule as the one mentioned above, an
agent a can apply that rule whenever she doesn’t believe the negation of some
justification. Since our agent will believe the negation of some ¢; whenever the
justifications are inconsistent with her beliefs, she will make no mistakes in the
application of such default-rules. The only real challenge lies in the representation
of how x should be retracted in view of some novel information. This is at bottom
the problem of belief-revision, which is not the primary aim of this paper.

Once we separate an agent’s explicit beliefs from her merely implicit beliefs, it
becomes less straightforward to represent the application of default-rules. Pre-
sumably, the prerequisite should be explicitly believed (or known), but what
about the justifications? One option, favoured in [I4] §6.2], is to model the con-
ditions as the implicit-beliefs that —@; — —x for each ¢;, and thus prevent the
agent to believe the default-rule (and hence to apply it) whenever the nega-
tion of some condition is believed. Even without spelling out the details of this
proposal we readily see that there is a gap between how prerequisites and con-
ditions are handled. Prerequisites need to be explicitly believed (or known), but
side-conditions only need to be implicitly believed. This leads to a picture of
defeasible inference where the conclusion y cannot be retracted in view of some
newly derived explicit belief, but only in virtue of some truly novel information.

The alternative approach I want to pursue in the present paper ties the satis-
faction of the side-conditions to the absence of some explicit belief. As a result,
the conclusion y of a default rule can then be retracted in view of a newly derived
explicit belief (which may have been an implicit belief from the start). Crucially,
this means that agents can in a sense mistakenly apply default-rules. The failure
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to realise that in view of one’s implicit beliefs one or more of the conditions aren’t
satisfied can suffice to trigger the default-rule. The resulting picture is one of tenta-
tive defeasible inference, and is inspired by the dynamic proof-format of adaptive
logics. It is also within the framework of adaptive logics, and more specifically in
terms of a modal reconstruction of their consequence-relations, that I will provide
a model of tentative and defeasible inference.

2 Adaptive Logics and Adaptive Preference Models

Adaptive logics are logics for defeasible inference that are characterised by, on the
one hand, a formula preferential semantics, and, on the other hand, a dynamic
proof-theory [5]. From the standpoint of its semantics, adaptive consequence
relations are fairly natural: A stronger, but non-monotonic consequence relation
is obtained by stipulating that ¢ follows from a premise-set I" iff ¢ is true in
some selection of the models of I'. This approach is formula-preferential in the
sense that the selection of models is based on the formulae (of a given form) that
are true in these models. Dynamic proofs, by contrast, are less straightforward,
as their dynamic nature stems from the presence of conditional proof-rules. In
terms of the previous section: The dynamic proof-format is a proof-format that
allows for tentative inferences. Lines can be added to a proof on a provisional
basis, based on (the positive condition that) some formulae have already been
derived at that stage of the proof, and (the negative condition that) some other
formulae have not (yet) been derived at that stage. The connection with the
description of tentative inference in the previous section is immediate.

The traditional characterisation of an adaptive logic is in terms of a triple
consisting of (1) A Tarski-logic referred to as the lower limit logic (LLL), (2) a
set of formulae (2 characterised by a logical form and referred to as the set of
abnormalities, and (3) a criterion, referred to as the adaptive strategy, which in its
model-theoretic form selects models of premise-sets that are no more abnormal
than what is actually required by that premise-set, and in its proof-theoretical
form specifies when the outcome of a conditional proof-rule should be retracted.
When formulated in the same format as default rules, we have a default-rule

VP, ., TP,
X

whenever ¢ =1, x V (p1 V...V ¢y), L is the lower-limit-logic, {¢1,...,on} C 2
and reliability is the adaptive strategy that is being used [}

Rather than to entirely describe adaptive logics in their traditional form, I
will immediately introduce them in a modal reconstruction that was first given
in [2]. Given an adaptive logic with a lower limit logic L (and consequence
relation |=r,) that is defined over a language Lo, we extend that language with

1A similar straightforward reformulation isn’t readily available for the minimal ab-
normality strategy.



158 P. Allo

the classical connectives as well as with two modal operators such as to obtain
a basic preference language. The resulting language £; is defined by:

pu=9| L |=p|p1Ves | Up| 03

with 1 ranging over the formulae of the base-language L£y. The dual modal
operators E and O= are defined as usual.

Standardly, such languages are interpreted in preference structures 0t = (5, <
s ||Illan), where =< is a pre-order over S. For our purposes, we need to consider
a restricted class of valuations over such structures. We refer to the resulting
general model as the class of abnormality models.

Definition 1 (Abnormality Models). An abnormality model is a 3-tuple
M = (S,92,|-|lam) where S is a set of states, (2 the set of abnormalities, and
Il @ valuation-function. We define a function Aboy : S — P(£2), and a bi-
nary relation < over S in accordance with the following clauses:

1. Abop(s) ={w e 2:s € ||w|om}
2. s =8 < Abgn(s) C Abam(s’)

and restrict the valuation such as to comply with a last clause:

3. For every proposition |I'|l;e € S and every s € ||||lon, if for some A C
Abon(s), we have T'U{—p : ¢ € 2\ A} FerprL, then there is an s' € || I'||on
such that Abop(s') = A.

In this definition the Clauses () and () ensure that states are exclusively or-
dered on the basis of the abnormalities they satisfy. Clause (B]) forces the presence
of “sufficiently normal states” in every semantic proposition. As a result, abnor-
mality models are a special kind of preference models: clauses ([{l) and (2] are
sufficient, but not necessary conditions for < being a pre-order.

Satisfaction is standardly defined. We only mention the clauses for the modal-
ities.

- M, sl Up iff M, s’ I for all s’ € S,
- M, sl O iff M, s’ IF ¢ for some s’ < s € S.

We can now define two subsets of the truth-set of a given premise-set I" that give
a precise meaning to the loose expression “is no more abnormal than required
for the satisfaction of I".” Both these selections correspond to existing adaptive
strategies. According to a first selection strategy, only those states that are <-
minimal in ||I"||on need to be retained. Accordingly, we refer to || I'||3; as the
minimally abnormal states in ||| .

175 = {s € | Tllan : Vs'((s" € [ Tllon & s ~ 5') = s < 5))}

with ~ = < U .
According to a second strategy, we should also retain those states that do not
satisfy any abnormality that isn’t also satisfied by some minimally abnormal
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state. Because this selection strategy is more cautious, we refer to || I'||5,; as the
reliable states in ||I"||on.

17w = {s € [ Tllon = Yw € 82 (s € [[wllam = 35" € [[Illay & 8" € [Jwllam)}

The main result from [2] is summarised by the following theorem:

Theorem 1. Let }v%"m and %)T(AL,Q) be two adaptive consequence relations

based on a lower limit logic L, a set of abnormalities {2 and, respectively, the
minimal abnormality and reliability strategy. If a class M of adaptive preference
models satisfies condition (&)

[Nl € llpllom for all M € M iff I' = (%)

for all ' U {p} that only contain Lo-formulae, then the equivalences (M) and
(B stated below hold as well.

I N2 o ||D|m C lllon for all M € M (M)
T &P 0 iff 1T oy € llellon for all 90 € M (R)

Since in the remainder of this paper we shall use the two just introduced selection-
strategies to define some new belief-operators, we do not yet extend the language
L1 with new operators that express || I'||5y C [¢lloe and |5 € |l¢|lom. The
reader is referred to [2] for further details.

3 Implicit and Explicit Belief

A by now fairly common way of modelling the connection between knowledge
and belief identifies the beliefs of an agent with what is true in all “most plau-
sible” states that agent cannot distinguish from the actual state. That is, it
equates the doxastic possibilities with the most plausible epistemic possibilities.
In this section we follow the same strategy, but use abnormality-orderings in-
stead plausibility-orderings to decide which epistemic possibilities are also doxas-
tic possibilities. Because inferential processes are not typical interactive or social
processes, we restrict ourselves to the single-agent case.

Given an indistinguishability-relation /2, we shall, rather than to assign a set of
premises I" to each agent, treat the set of states that cannot be distinguished from
the actual state s as the semantic proposition that is identical to || I"|| for some I"
we might have used as a premise-set or belief or knowledge-base associated with
some agent@ In doing so, we deliberately leave behind the deduction model of
belief [8] that is often associated with models of belief based on a non-monotonic
consequence relation. We also, but this is just a matter of convenience, make the
simplifying assumption that all premises are true, and hence that an agent can
only have false beliefs by making a defeasible inference from true premises.

2 Because there need not be a unique such I', this move makes the third clause of
Definition [I] superfluous.
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Definition 2 (Doxastic Abnormality Model). A Dozastic Abnormality
Model is a 4-tuple M = (S,=, 2,||-||on), where S is a set of states, ~ an
equivalence-relation over S, 2 a set of abnormalities, and ||-||lsn a valuation-
Sfunction.

We define a function Abgy : S — P(£2), and a binary relation < over S in
accordance with the following clauses:

1. Abop(s) ={w e 2:s € ||w|m}
2. s = s < Abon(s) C Abom(s’)

Remark 1. Unlike for the systems defined in [3], the indistinguishability-relation
~ cannot as straightforwardly be defined in terms of the ordering <. This is
so because =< is a global abnormality-ordering that is not associated with the
partition induced by ~. Given a set of states S’ that cannot be distinguished
from the actual state, we can consider the restriction <’ of < to S’. Yet, because
abnormality-orderings need not be connected, = is not the union of <’ with its
converse. It is the transitive closure of that union.

The knowledge-operator [~] is defined along standard lines:
<l ={s € S:Vi(s=t=1¢elel)},

but because =< is only a pre-order we have two non-equivalent ways of defin-
ing doxastic possibilitiesﬁ one for the standard minimal abnormality selection-
strategy, and one for the more cautious reliability selection-strategy:

s Bteosct&Vu(t~u&t~u)=t=<u) (Min)
sHtesxet&VYwe R (te|w|=Fus D u&uc|w|)) (Rel)

The clauses for the corresponding belief-operators [%] and [23] are again stan-
dard:

m m

I[=lell ={s € S:vi(s = t =t € lel)},
=]l = {s € S: V(s = t =t € [l¢])}.

Because (Minl) and (Rell) can be shown to define serial, transitive, and euclidean
relations, the doxastic operators [—=] and [23] are entirely standard KD45-
operators.

In analogy with how standard epistemic and doxastic logics fall prey to the
standard problems of logical and deductive omniscience, the doxastic model of
Definition [2] fails to account for the proof-dynamics that are typical for adaptive
logics. In that respect, doxastic adaptive logics are exactly like the abnormality
preference models introduced in the previous section. A further modification of
these models will overcome this problem. As hinted at in the introduction, a
proper account of tentative inference cannot be achieved by separating explicit
from merely implicit beliefs in such a way that an agent’s explicit beliefs are a

3 Both strategies coincide when < is connected within a set of indistinguishable states.
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subset of her implicit beliefs. We need an account of explicit beliefs that leaves
room for actual mistakes. An appeal to open worlds in the sense of [I0]—worlds
where there need not be any logical connection between typographically distinct
formulae—will allow for that.

The inspiration for our solution is the idea that by making inferences we gain
insight in our premises. That is, while initially we need not see beyond the surface
structure of a formula, using that formula in an inference will often require us to
recognise its logical structure. This idea was first applied in one of the earliest
attempts to give a semantic account of the proof-dynamics of adaptive logics by
making the insight one needs to have in one’s premises at a given proof-stage
explicit at the syntactical level. A ‘block-language’ was introduced to that effect
in [4]. Here, we implement the same idea without having to appeal to a dedicated
block-language, but by formalising insight in terms of the ability to discriminate
open worlds from closed worlds. Discriminability, in that sense, can be formalised
with the truth-value equivalence relations introduced in [I3].

Definition 3 (Truth-Value Equivalence). Given a set of formulae O, we
say that s,t € S are equivalent with respect to © iff for all 0 € O

s €||f]l & ¢ < l6]

When s and t are equivalent with respect to ©, we write s =g t.

Using that definition, o =(,_,4} s shall mean that if s is a closed world where
p — q, but also p and ¢ are true, and o is an open world where p — ¢ is still
true, but where p can be true without ¢ also being true, these two worlds still
cannot discriminated.

Definition 4 (i-Doxastic Abnormality Model). An i-Dozastic Adaptive
Preference Model is a 6-tuple M = (S,0,=~,I,92,|-||lm), where S is a set of
closed worlds, O a set of open worlds, = an equivalence-relation over S, I a set
of Lo-formulae that is closed under formation-rules that do not decrease the com-
plexity of a formula, 2 the set of abnormalities, and ||-||om @ valuation-function.
Absn a map: SUO — P(2) and X C (SUO) x (SUO) are defined as in
Definition[2.

We additionally define the binary relation ~ in accordance with the following
clause:

1. s>t iff either s=; t or there is a uw € S such that s ~ u and u =y t.

Since = is only defined over S, it follows that each — and each — is also only
defined over S. Consequently, the prior definitions of knowledge and belief remain
applicable, but are now overtly accounts of implicit knowledge and implicit belief.
Likewise, since = is defined over SUQ, we can still use the abnormality-ordering
to define a new notion of explicit belief. Note that the fact that =~ is undefined
over O does not mean that [~] L will hold at each o € O. Because satisfaction
is entirely arbitrary at open worlds, the usual satisfaction-clauses do not apply
and accessibility-relations have no effect.
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Since ~ is defined in terms of &~ and =y, it extends the set of indistinguishable
states with those that cannot be distinguished on the basis of the insight one
has relative to I. Unlike ~, ~ isn’t an equivalence-relation. The disjunctive
condition in Clause [Il merely ensures that ~ has a non-empty extension over O,
and thus that ~ can be used to express facts about which open worlds cannot
be discriminated.

Before we move on to the definition of explicit belief, consider first the follow-
ing two alternative definitions for explicit knowledge.

Version 1 ¢ is explicitly known at s iff s € ||[~]p| and ¢ € I.
Version 2 ¢ is explicitly known at s iff s ~ ¢ implies ¢ € ||¢]].

Unless we impose further conditions on the set of open worlds, the above two
versions need not be equivalent. Indeed, when the set of open worlds is empty,
the second, but not the first version will, irrespective of I still result in deductive
omniscience

Despite this divergence, both versions yield at least minimally acceptable
accounts of explicit knowledge. A similar choice is, in view of our characterisation
of tentative inferences as inferences that may have to be retracted in view of an
enhanced insight in one’s premises, not available for explicit belief. We have no
other choice than to generalise (Minl) and (Rell):

sﬂt@szt&‘du((tzu&twu):>tju) (i-Min)
shtes~t&Vwe R (te||w| = Jus L5 u& uc |w|) (i-Rel)

As it stands, the insight-set I and the indistinguishability-relation ~ do not
constrain each other, and can even be totally unrelated. This is undesirable in
the present context, as it allows for a situation where sheer reasoning does not
suffice to make all implicit knowledge explicit. Hence, it makes sense to require
that the totality of one’s implicit knowledge should not exceed the deductive
closurd] of one’s explicit knowledge. When formalised as (), this requirement
implies, but is not implied by @)ﬁ

Snlfe:tel~ell & pell={ses:t~s} ()
~N(SxS)==~ (1)

In view of the role of &~ and =~ in, respectively, (Minl) and (Rell), and (Minl) and
([Rel)), the identity expressed by () also constrains the relation between ~ and
5 as well as between —» and —%. Since in view of their definitions we already
have 2% = ™ and 2% =y whenever ~ and ~ coincide, () entails that when

all implicit knowledge has been made explicit (or, equivalently, whenever I is
closed under sub-formulae), explicit and implicit beliefs will coincide as well.

4 Note that even in that case implicit and explicit knowledge need not coincide: It can
still be the case that s ~ t while s % t. We shall come back to this issue below.

5 L-closure, not closure under some adaptive consequence relation.

5 As a counterexample, just take a case where [~]p holds at t, but I = {-p}.
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Now that we’ve imposed some further constraints on our model, let us take a
brief look at how it can be used to model tentative inference. The basic idea is
this: When the insight-set isn’t closed under sub-formulae, there can be states
s € Sand t € O such that s ~ t. Moreover, it could (to give an extreme example)
even be the case that every u such that s — u is in fact an open world. In that
case, no such u is really possible relative to one’s implicit knowledge, but one
simply hasn’t found out yet. As a result, each such u could be excluded by
sheer reasoning, and thereafter only closed worlds (that were previously deemed
too abnormal) would be considered possible. In summary: We have a model of
tentative inference because (a) we can have open worlds such that s ~ ¢, and
(b) there is no closed world v such that s ~ v and v < ¢.

To be sure, this model is far from being perfect. Its main drawback is that
whenever some sub-formula is in the insight-set I, this will have an impact on
the insight we have in every formula that has that formula as a sub-formula.
Nevertheless, the present coarse version is sufficient to illustrate the basic idea
of insight (but see the remarks in the final section) as well as the resulting
inferential dynamics.

4 Inferential Dynamics

A model for tentative inference is only of interest if we can also account for the
inferences themselves, rather than just for their outcomes. In the present section
we provide a generic model for inferential dynamics that is based on two basic
types of analytic inferences (in a non-modal, purely propositional logic): gaining
insight in a formula of type a and gaining insight in a formula of type 8. This
terminology, which is taken from the literature on tableau-systems [6l12], allows
us to focus only on those inferences that lead to changes in I, and to do so
without having to refer to a specific underlying logic.

The distinction between a and 8 formulae is related to a distinction between
branching and linear rules; a distinction that is familiar from tableau-systems
and sequent-calculi, but that is typically absent from natural deduction systems.
To gain insight in a formula of type «, one must apply a linear rule to that
formula; to gain insight in a formula of type 3, one must apply a branching rule
to that formula. While linear rules merely extend the present alternative (e.g.
adding p and ¢ to analyse p A ¢), branching rules create two new alternatives
and extend each of these differently (e.g. creating two copies of the present
alternative, and extend one with p and the other with ¢, to analyse p V q).
Depending on the actual formalism one uses, alternatives are different entities:
branches of a tableau or a proof, tableaux and copies of tableaux, etc. In our
formalism the alternatives are only indirectly modelled by the insight-set I.

In the description of the actions we shall adopt the following notational con-
ventions. When ¢ is of type «, we analyse ¢ in its a; and ae components (which
need not be the immediate sub-formulae of ). Similarly, we analyse formulae
of type 8 in its $1 and 2 components. Finally, we stipulate that atoms as well
as Boolean negations of such atoms are of neither type.
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We model the action of analysing ¢ as a relation —» between pointed models:

Definition 5 (Analysing ¢). Where M,s = (S,0,~,1,02,|||m),s and
WM,s" = (8,0, =", I' Q2| |w),s are two pointed i-Dozxastic Abnormality
Models, we say that M, s = M, s" iff:

S=8,0=0,~=r~2=0, |l =|-|ov, and s = 5.

pel.

s € [(=)el|-

If ¢ is of type a, @1 and @2 are its a1 and as components, then I' =

TU {1, p2}.

5. If ¢ is of type B, ¢1 and po are its By and B2 components, then I' = I U
{901’ 902}'

6. If v is a literal (atom or Boolean negation of an atom), I' = 1.

7. o C ~ (as required by the definition of ~ in Definition [J).

oo~

In this definition, the Clauses [2] and [3] are the pre-conditions for the inferential
action, and the Clauses [@HGl its post-conditions. One note-worthy feature of this
type of action is that the formulae that are analysed by such actions do not need
to be explicitly known formulae. Instead, they only need to be included in the
insight-set and be true at some closed world that is indistinguishable from the
actual world. This weaker pre-condition is entirely natural from the perspective
of analytic calculi, but can also be related to hypothetical reasoning (gaining
insight in a hypothesis) in a natural deduction system. Another remarkable fea-
ture is that branching and linear rules do not require a different treatment. This
is because the conjunctive and disjunctive behaviour of o and g formulae is al-
ready enforced by the closed worlds; the only thing I needs to take care of is the
exclusion of open worlds that do not respect this behaviour.

The effect of an analysing-action can be described as follows: By gaining
insight in ¢, one will be able to distinguish the actual world s where (=) holds
from any open world where ¢ is true, but neither of its « (or §) components are
true. This is because (a) its « (or one of its 8) components are already true at
some t such that s a~ ¢ (because ¢ is a closed world), but for no open world «
where ¢ is true but neither of its « (or ) components are it will be that case
that t = u.

5 Concluding Remarks

In [7] it is argued that impossible worlds are both a liability for models for
non-ideal belief, as well as an unnecessary modification of the possible-world
framework. In this paper we showed that this isn’t always so. Here, open worlds
are indispensable as well as unobjectionable. This is because, contrary to what is
the case with plain deductive inference, non-ideal agents will unavoidably make
mistakes. Even more so, in order to be rational at all, non-ideal agents have no
other choice than to make mistakes they will only be able to correct later on.
This is an important lesson from defeasible inference.
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As mentioned, the present model remains too coarse to provide a realistic

model of insight-driven inferential semantics. This is because the insight-set I
imposes a global type of insight in one’s premise: either we can discriminate
between the truth and falsity of some sub-formula, or we can’t. This problem
can be avoided by moving to a more fragmented approach, like the one described
in [I], but where the fragmentation is premise-based, and each fragment comes
with its own insight-set. This refinement does not affect the basic ideas and
concepts introduced in this paper, but still requires some modifications to deal
with the move to multiple indistinguishability-relations, and especially with the
problem of higher-order beliefs. We leave this for another occasion.
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Abstract. Justification logics are propositional modal-like logics that
instead of statements A is known include statements of the form A is
known for reason t where the term t can represent an informal justifi-
cation for A or a formal proof of A. In our present work, we introduce
model-theoretic tools, namely: filtrations and a certain form of generated
submodels, in the context of justification logic in order to obtain decid-
ability results. Apart from reproving already known results in a uniform
way, we also prove new results. In particular, we use our submodel con-
struction to establish decidability for a justification logic with common
knowledge for which so far no decidability proof was available.

Keywords: Justification logic, decidability, filtration.

1 Introduction

Justification logics are epistemic logics that explicitly include justifications for
the agents’ knowledge [3/4]. The first logic of this kind, the Logic of Proofs LP,
was developed by Artemov to provide the modal logic S4 with provability seman-
tics [I2]. The language of justification logics has also been used to create a new
approach to the logical omniscience problem [5], to study self-referential proofs
[14], and to explore the evidential dynamics of public announcements [SJI0].

Instead of statements A is known, denoted [JA, justification logics reason
about justifications for knowledge by using the construct ¢ : A to formalize
statements t is a justification for A, where, dependent on the application, the
evidence term t can be viewed as an informal justification or a formal mathe-
matical proof. For an example see Fig. [Il where the axioms of the justification
logic LP are listed alongside the axioms of S4 to point out the correspondence
of the operations on evidence terms to standard modal axioms. This correspon-
dence (as well as many other such correspondences between certain modal logics
and justification logics) can be shown in a formal way. While it is easy to see,
that replacing all justification terms by [J in a theorem of LP yields a theorem
of S4, the other direction is much more involved and known as the realization
theorem. See [7] for a uniform proof and survey of realization theorems for all
logics in the modal cube.
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S4 axioms LP axioms
0(A — B) —» (DA — OB) t:(A—B)—(s:A—t-s:B) (application)
0A— A t:A— A (reflexivity)
0A - 0O0A t: A=ttt A (inspection)
t:AVs:A—t+s: A (sum)

Fig. 1. Non-propositional axioms of S4 and LP

Fitting [IT] introduced epistemic semantics for justification logics. The so-
called Fitting models are Kripke models (W, R,v) augmented by an evidence
relation £ that states which terms are admissible evidence for which formulae.

Filtrations are a tool in modal logic for obtaining from a given, usually infinite,
model a smaller, usually finite, model by factoring the set of worlds with respect
to a certain equivalence relation. As noted in [6], filtrations were first introduced
in [19] and given their name in [I5]. Given the close relationship between Fitting
models and Kripke models, it is a natural task to adopt filtrations for justification
logics. The crucial step is of course to take into account the evidence relation
when identifying states.

Filtrations are often used to prove a finite model property and thereby estab-
lish decidability of a given modal logic, see e.g. [6]. Decidability for the justi-
fication logics presented here was originally shown in [T2/13[16]. We adapt the
filtration technique from modal logic to obtain an alternative uniform proof of
decidability for these justification logics. We then apply the newly developed
technique to establish the decidability of the multi-agent justification logic with
common knowledge presented in [9].

In Section[Z] we introduce the syntax and semantics of the justification logics we
are using. In Section [3 we define filtrations for justification logics and prove their
basic properties. We treat two specific examples of filtrations in Sections [ and Bl
In Section [6] we use these two examples to prove the decidability of the defined
justification logics. This also leads us to investigate general properties necessary
for the decidability of justification logics and enables us to prove the decidability
of a multi-agent justification logic with common knowledge in Section[7l

2 Justification Logics

Justification terms are built from constants ¢; and variables x; according to the
following grammar:

to=cla | (t-t) | (t+¢) |1t

We denote the set of terms by Tm. Formulae are built from atomic propositions
p; according to the following grammar:

Fu=p, | -F|(F—=F)|t: F

Prop denotes the set of atomic propositions and Fm denotes the set of formulae.
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The set Sub(F') of subformulae of a given formula F is defined inductively as
follows

— Sub(p;) = {pi}

— Sub(=F) := {=F} U Sub(F)

- Sub(F1 — Fg) = {Fl — FQ} U Sub(Fl) U Sub(FQ)
— Sub(t: F) :={t: F}USub(F)

A set of formulae @ C Fm is closed under subformulae if | g Sub(F) C @.
The axioms of Jcs consist of all instances of the following schemes:

A1 finitely many schemes axiomatizing classical propositional logic
A2 t:(A—-B)—=(s:A—t-s:DB)
A3 t:AVs:A—t+s: A

We will consider extension of Jcs by the following axioms schemes.

Gd) t:1 — L
Ggt) t: A= A
(G4) t: A=ttt A

A constant specification CS for a logic L is any subset
CS C{c: A | cisa constant and A is an axiom of L}.

A constant specification CS for a logic L is called

1. axiomatically appropriate if for each axiom A of Lcs there is a constant ¢
such that ¢: A € CS

2. schematic if for each constant ¢ the set {A | ¢ : A € CS} consists of one or
several (possibly zero) axiom schemes, i.e., every constant justifies certain
axiom schemes.

For a constant specification CS the deductive system Jcs is the Hilbert system
given by the axioms A1-A3 and by the rules modus ponens and axiom necessi-
tation:

c: AeCS
A A%B(MP) Noode:looderollele: e A (AN
B ’ P ’
n n—1

where n > 0. In the presence of the j4 axiom a simplified axiom necessitation

rule can be used:
c:AeCS

c: A
Table [[] defines the various logics we consider.
We now present the semantics for these logics

(AN) .

Definition 1 (Evidence Relation). Let (W, R) be a Kripke frame, i.e., W #
& and RCW x W, and CS be a constant specification. An admissible evidence
relation £ for a logic Lcs is a subset of Tm x Fm x W that satisfies the closure
conditions:
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Table 1. Deductive Systems

Al A2 A3jd jt j4 MP AN! AN

Jes AR v v
JDes vV VvV V V v v
JTes vV v v v v
JDdes v vV vV V VY v
Jdes vV VvV V v v v
LPes v v v VvV V V v

1. 4f (s, A,w) € € or (t, A,w) € &, then (s +t,A,w) €&
2. if (s,A— B,w) €€ and (t,A,w) € E, then (s-t,B,w) € £

Depending on whether or not the logic Lcs contains the j4 axiom, the evidence
function has to satisfy one of the following two sets of closure conditions. If Lcs
does not include the j4 axiom, then the additional requirement is:

3. ifc: A€ CS andw e W, then (I!---le,!--1
~ ~

lecccdlledlerer Ayw) € €
—1

n n

If Lcs includes the j axiom, then the additional requirement is:

4. if c: A€ CS and w € W, then (¢, A,w) €
5. if (t,A,w) € &, then (It,t: A,w) € &
6. if (t,A,w) € & and wRwv, then (t,A,v) € £

If we drop condition[8, then we say £ is a t-evidence relation.
Sometimes we use E(s, A,w) for (s, A,w) € E.

Definition 2 (Evidence Bases).

1. An evidence base B is a subset of Tm x Fm x W.
2. An evidence relation £ is based on B, if B C £.

The closure conditions in the definition of admissible evidence function give
rise to a monotone operator. The minimal evidence relation based on B is the
least fixed point of that operator and thus always exists.

Definition 3 (Model). Let CS be a constant specification. A Fitting model for
a logic Les is a quadruple M = (W, R, E,v) where

— (W, R) is a Kripke frame such that

o if Lcs includes the j4 axiom, then R is transitive;

o if Lcs includes the jt axiom, then R is reflexive;

o if Lcs includes the jd axiom, then R is serial.
— & is an admissible evidence relation for Lcs over the frame (W, R),
— v : Prop — P(W), called a valuation function.

Definition 4 (Satisfaction Relation). The relation of formula A being sat-
isfied in a model M = (W, R,E,v) at a world w € W is defined by induction on
the structure of A by
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— M,w lF p; if and only if w € v(p;)

— Ik commutes with Boolean connectives

— M,wlkt: B if and only if
1) M,vIF B for all v € W with wRv and
2) (t,B,w) €&

We say a formula A is valid in a model M = (W, R,E,v) if for all w € W we
have M,w - A. We say a formula A is valid for a logic Lcs if for all models M
for Lcs we have that A is valid in M.

The logics defined above are sound and complete (with a restriction in case of the
logics containing the jd axiom). See [3[11I17] for the full proofs of the following
results.

Soundness can be obtained by an easy induction on the derivation of the
formula.

Theorem 5 (Soundness). Let CS be a constant specification. If a formula A
18 derivable in a logic Lcs, then A is valid for Lcs.

For completeness a canonical model construction is used. The axiomatical ap-
propriateness of the constant specification in case the logic contains the jd axiom
is necessary to show the seriality condition on the accessibility relation.

Theorem 6 (Completeness)

1. Let CS be a constant specification. If a formula A is not derivable in Lcs €
{Jcs,ITcs, Jacs, LPcs}, then there exists a model M for Lcs with M, w I A
for some world w in M.

2. Let CS be an aziomatically appropriate constant specification. If a formula
A is not derivable in Lcs € {JDcs, JD4cs}, then there exists a model M for
Les with M, w l|F A for some world w in M.

3 Filtrations

Given the close relationship of models for justification logics to Kripke models,
it is not surprising that the two definitions of filtrations look very similar. The
major difference is that we have to take the evidence relation into considera-
tion. In modal logic we identify worlds that behave the same way, whereas in
justification logic we identify worlds that behave the same way for the same
reason.

Definition 7 (Filtration). Let M = (W, R,&,v) be a model and & some set
of formulae that is closed under subformulae. We define an equivalence relation
=g on W by setting w =¢ v if and only if for all A €

M,wlF A if and only if M,vIF A
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and for allt: B € @
E(t, B,w) if and only if E(t, B,v).

We denote the equivalence classes of @ by [w]g. When @ is clear from the context,
we will often only write [w] instead of [w]eg.

A model Mg = (We, Rp,Ep,ve) is called a filtration of M through & if it
satisfies the following:

1. W = {[’LU]@ ‘ w E W}
2. Rg satisfies
(R1) for all w,v € W if R(w,v), then Rg([w]e, [v]s)
(R2) for all [w]s, [v]le € Ws, if Re([w]s, [v]s), then for any t : B € & we
have
if M,wl-t: B then M,v - B

3. Ep satisfies
(E1) forallw e W andt: B € & we have

if Mywlkt: B then (t, B, [w|s) € £
(E2) for allw € W andt: B € ¢ we have
if (t,B,[w]s) € Ep then (t,B,w) € £
4. vg satisfies for all atomic propositions p € ®

ve(p) = {[wle | w € v(p)}

There are two major changes of the definition compared to the case for modal
logic. The first change concerns the definition of the equivalence relation to
identify worlds. Whereas a modal formula (0B can only fail due to the existence
of an accessible world not satisfying B, a justification formula ¢ : B might fail in
two ways: either B is not satisfied in an accessible world or ¢ is not admissible
evidence for B at the current world. So we have to refine our equivalence relation
to only identify worlds that do not only satisfy the same formulae but also behave
the same with respect to the evidence relation. The second change concerns the
evidence relation of the filtration: it has to satisfy conditions similar to the Min-
and Max-conditions (R1) and (R2) for the accessibility relation.

The crucial property of a filtration of a model through @ is that the behavior
of the model and the filtration is the same with respect to formulae in @:

Lemma 8. Let M = (W, R,E,v) be a model, ® a set of formulae closed under
subformulae, and Mg = We, Re, s, vae) a filtration of M through ®. Then for
all worlds w € W and formulae A € & we have

Mg, [wlg IF A if and only if M,w Ik A.
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Proof. The proof is by induction on the structure of A. The case for propositional
variables is immediate by the definition of vg and the cases for the propositional
connectives are immediate by the induction hypothesis. Let us now consider the
case A=t:B.

First we show the direction from right to left. Assume M,w IF ¢t : B. If
R ([w]g, [v]a), then by (R2) we have M, v I B. By the induction hypothesis
we get Mg, [v]g I+ B. Further from (E1) we get (¢, B,[w]s) € £ and thus
Mg, [wle IFt: B.

For the other direction suppose Mg, [w]s IF ¢ : B, that is

Mg, [v]g IF B for all [v]g with Re([w]s, [v]s) (1)

(t, B, [w]gp) c&s (2)

If R(w,v), then by (R1) also Rg([w]s,[v]s) and by ([l) and the induction hy-
pothesis we get M, v I B. Furthermore, from ([2)) and (E2) we get £(¢, B, w) and
we conclude M, w I+t : B.

A filtration inherits some conditions on the accessibility relations. Furthermore,
a filtration through a finite set has finitely many worlds.

Lemma 9. Let M = (W, R,E,v) be a model, Y a set of formulae closed under
subformulae, and Mg = (We, Re,Es,ve) a filtration of M through P.

1. If R is serial, so is Rg.
2. If R is reflexive, so is Rg.
3. If @ is finite, then so is Wg.

Proof. The first two claims follow immediately from (R1). The last claim follows
from the fact that each element [w]g € Wy can be characterized by the set of
formulae A € @ that hold in [w]g as well as the set of formulae ¢t : B € ¢ with
Es(t, B, [w]g) and the fact that P(P) x P(P) has only finitely many elements.

4 Non-transitive Case

As a first example we will define filtrations for logics not containing the j4 axiom.

Definition 10 (Filtration: Non-transitive Case). Let M = (W, R,E,v) be
a model and @ a set of formulae closed under subformulae. We consider the
filtration MY = (W3, RY, ER, v that is given by

1. WEt is the set of equivalence classes induced by =¢
2. R ([w], [v]) if and only if for all t : B € & we have M,w I+ t : B implies
MvlFB
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3. EFF is the minimal evidence relation based on B, where
B3 (t, B, [v]) if and only if t : B € & and E(t, B,v).

4. Vit is given by

¢ 1] otherwise.

Vi) = {{[w] |wevp)} ifped,

Lemma 11. MY is a filtration of M through &.
Proof. We have to check the following conditions.

(R1) Assume R(w,v). If M,w I ¢t : B, then M,v I B. Thus we conclude
Ry ([w], [v])-

(R2) Let t : B € & and RY([w], [v]). If M,w I- t : B, then we get M,v I+ B
immediately from the definition of Rj.

(E1) Assumet: B € @ and M,w IF ¢t : B. We have £(t, B,w) and we immedi-
ately get £5%(¢, B, [w]) by the definition of £JF.

(E2) We show for all ¢ : B, not only for those contained in @, that for all w’ € [w]

EX(t, B, [w]) implies E(t, B,w') .

We proceed by induction on the construction of EJF.

— If EX(t, B, [w]) because B (t, B, [w]), then by definition of BY we have
that ¢t : B € & and &(t, B,w") for some w” € [w]. By v =¢ w" we
conclude &(t, B,w').

— If t = t1 + t2 and ER(¢, B, [w]) because of E(¢;, B, [w]) (for some i €
{1,2}), then by induction hypothesis we get that £(¢;, B,w’) and thus
also £(t1 + t2, B,w') by the closure conditions on &.

—If t = t1 -ty and EJ(¢, B, [w]) because there is an A € Fm such that
EX(t1,A — B,[w]) and ER(t2, A, [w]), then by induction hypothesis
E(t1,A — B,w') and E(ta2, A,w’). So, by the closure conditions, we get
g(tl . tg, B, U)/).

— The case for axiom necessitation is trivial, as we have

E( el -dereilere: Aw)
~ ~
n n—1

for any world v € W.

5 Transitive Case

The case for logics containing the j4 axiom is a bit more involved, as now the
accessibility relation of the filtration has to be transitive, which is not guaranteed
by the definition of filtration.
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Definition 12 (Filtration: Transitive Case). Let M = (W,R,E,v) be a
model and ® a set of formulae closed under subformulae. We consider the filtra-
tion MY = (WY, RS, EY, vE) that is given by

1. WY is the set of equivalence classes induced by =¢

2. R¥([w], [v]) if and only if for allt : B € & we have M,w I+ t : B implies
M,vlF BAt: B

3. EF is the minimal t-evidence relation based on B, where

BE(t, B, [v]) if and only if t : B € ® and M,v-t: B.

4. VE is given by

vy _ J{wl [wevip)} ifped,
vg(p) = :
0 otherwise.
As afirst step we have to show that £F as defined is not only a t-evidence relation
but an actual evidence relation.

Lemma 13. &Y is an admissible evidence relation over (Wg, RY).

Proof. We have to show that condition () in Definition [[] holds, i.e., we have to
show
&g (t, B, [w]) and Rg([w], [v]) imply &g (t, B, [v])

So assume &Y (¢, B, [w]) and RY([w], [v]). We now show EX (¢, B, [v]) by induction
on the construction of £Y.

Let £X(t, B, [w]) because of BE (¢, B, [w]). Wehave t : B € & and M,wl-t: B
by definition of BY. Since Rg([w], [v]), it follows that M,v IF BAt: B and, in
particular, M,v I+ t : B. Thus, BE(¢, B, [v]) by definition of BY, and clearly
£5(t, B, [v]).

Let us now distinguish the different possible closure conditions from Defini-
tion [T}

1. Assume we have t = t1 + t2 and EF (¢, B, [w]) because of £F(t;, B, [w]) for
i =1 or ¢ = 2. Then by induction hypothesis £F(¢;, B, [v]) and thus also
£4(t, B, 0)).

2. The case for - and ! follows immediately from the induction hypothesis in
the same manner as the previous case.

3. The case for axiom necessitation (AN) trivially holds.

The accessibility relation for the filtration is transitive.
Lemma 14. RY is transitive.

Proof. Assume (a) R%([w],[v]) and (b) R%([v], [u]). Suppose t : B € ¢ and
M,wl-t: B. By (a) we get M,vlFt: B. Then by (b) we get M,ulF BAt: B.
Hence, we conclude RY([w], [u]).
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Lemma 15. MY is a filtration of M through ®.
Proof. We have to check the following conditions.

(R1) Assume R(w,v). If M,w It : B, then M,v |- B and M,w IFlt : ¢t : B
which implies M, v IF ¢ : B. Thus we conclude RY([w], [v]).

(R2) Let t : B € @ and Rg([w], [v]). If M,w IF ¢ : B, then we get M,v I B
immediately from the definition of RY.

(E1) Assume ¢: B € ¢ and M, w IF ¢ : B. We immediately get £¥ (¢, B, [w]) by
the definition of £F.

(E2) As in the proof of Lemma [Tl we can show for all ¢ : B and all w’ € [w]

EY(t, B, [w]) implies E(¢, B,w") .

6 Decidability

The theorems in this section originate from [I3]. We thus only give proof sketches
for the sake of brevity.

Definition 16 (Finitary Model). A model M = (W, R, £, v) is called finitary
if

1. W is finite,

2. there exists a finite base B such that & is the minimal evidence relation based
on B, and

3. the set {(w,p) € W x Prop | w € v(p)} is finite.

Using filtrations we see that if a formula is satisfiable, then it is satisfiable in a
finitary model. Thus we have the following

Lemma 17 (Completeness w.r.t. Finitary Models).

1. Let Les € {Jcs,JTes, Jacs, LPcs} and CS be a constant specification for L.
If a formula A is not derivable in Lcs, then there exists a finitary model M
for Les with M, w I A for some world w in M.

2. Let Lcs € {IDcs,JD4cs} and CS be an aziomatically appropriate constant
specification for L. If a formula A is not derivable in Lcs, then there exists
a finitary model M for Lcs with M,w I A for some world w in M.

Proof. Let CS be as required above. If A is not derivable in Lcs, then by Theo-
rem [0] there exists a model M for Lcg with M, v If A for some world v in M.
Now set @ := Sub(A) and let Mg denote either MY or MY from Definitions [0
and [I2] respectively, depending on whether Lcs contains the j4 axiom. It is easy
to see that Mg is a finitary model: by Lemma [l the set of worlds is finite and, by
definition of Mg, the evidence relation is finitely based and the valuation func-
tion satisfies condition [B] from Definition Finally, since Mg is a filtration of
M through @ by Lemma [[Tlor by Lemma [I5 by Lemma[8 we have Mg, [v] I A.
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Corollary 18. All statements of Lemma[T7 hold if an additional restriction is
imposed that the domain of the model M be a finite subset of N.

Proof. The claim follows trivially from Lemma [I7] by renaming worlds to natural
numbers.

The following theorem is a simple instance of Post’s theorem [I8]: A set is decid-
able if and only if both the set and its complement are recursively enumerable.

Theorem 19. A logic is decidable if it is recursively enumerable and is sound
and complete with respect to a set C such that

1. C is a recursively enumerable set of finite models and
2. the relation M, w Ik A between models M € C, worlds w in M, and formu-
lae A is decidable.

Proof. We give a proof sketch, for full details cf. [I3, Theorem 4.3.3]

Given a formula A, we can simultaneously enumerate theorems By, By, ... of
the logic and potential counter-models Mg, M1,... € C and at each step check
whether (a) A = B; or (b) M;,w I A for some w € M,. Eventually either (a)
or (b) will hold for some i, thus indicating whether the logic proves A.

Lemma 20. Let Lcs € {Jcs, IDcs, JD4cs, JTcs, Jacs, LPcs}. The set of finitary
models for Lcs with the domain being a finite subset of N is recursively enumer-
able.

Proof. We give a proof sketch, for full details cf. [13] Lemma 4.4.6].

It is obvious that the set of such models for Jcs can be recursively enumerated.
Models of each of the other five logics must additionally satisfy certain conditions
on the accessibility relation, some combination of transitivity, reflexivity, and
seriality. Since each of these conditions can be effectively verified, the models
of Jcs that are unsuitable for a given logic can be effectively removed from the
enumeration of models for L¢s.

Lemma 21. Let CS be a decidable schematic constant specification and Lcs €
{Jcs, IDcs, JD4cs, JTcs, Jdcs, LPcs}. Let M = (W, R,E,v) be a finitary model
for Lcs. Then the relation M, w I+ A between worlds w € W and formulae A is
decidable.

Proof. We give a proof sketch, for full details cf. [I3], Corollary 4.4.8].

We can show this by induction on the formula A, the cases for propositions
and Boolean connectives being trivial.

The crucial step is to show that the relation £(¢, B, w) between terms ¢t € Tm,
formulae B € Fm and worlds w € W is decidable (see [I3, Lemma 4.4.7]).

Let B be the base for the minimal evidence relation £ of M. Given a fixed
term ¢, we will construct a sequence of sets &£ (w) inductively, which can be seen
as a partial evidence function that lists all formulae for which ¢ or one of its
subterms are admissible evidence at world w.
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In order to keep the sets finite and as we are given a schematic constant
specification, we will use variables X,Y,... ranging over schemes of formulae
and variables P, @, . .. ranging over formulae. Also, we assume that our constant
specification is given in terms of schemes, i.e.

CS = {c¢: X | cis a constant and X is a scheme}.

The sets are defined as follows

EY(w) := {(s, B) | B(s, B,w) and s € Sub(t)}
U{(¢,X)|c: X €CSand ¢ € Sub(t)}

Assume &' (w) has been constructed, in order to obtain £'**(w) add the follow-
ing

— (s1-s2,Y10) for any (s1, X1 — Y1) € £ (w) and (s2, X2) € £ (w) such that
the most general unifier o of X; and X5 exists and s7 - s3 € Sub(t)

— (81 82,Q) for any (s1, P) € &' (w) and (s2, X2) € &' (w) where @ is a fresh
variable over formulas and s - s2 € Sub(t)

— (814 82, X) for any (s1,X) or (s2, X) € & (w) with s1 + s2 € Sub(t)

— depending on whether the logic Lcs contains the j4 axiom, we distinguish
the following two cases: If the logic does not contain the j4 axiom, we add

o (M-dell-- e tleic: X) for any ¢: X € CS with !!---Jc € Sub(t)
~ ~ ~
n+1 n n+1
If the logic contains the j4 axiom, we add
o (Is,s: X) for any (s, X) € & (w) with s € Sub(t)
o (s,X) for any (s, X) € &' (v) with R(v,w) and s € Sub(t)

All the sets & (w) are finite. As W and Sub(t) are finite, there is an n easily
computable from the size of W and the length of ¢ such that £(w) = &f(w) for
all ¢ > n. Furthermore, we have £(t, B, w) if and only if B unifies with some X
such that (¢, X) € &*(w). Thus, the relation £(¢, B, w) is decidable.

Corollary 22 (Decidability).

1. Any justification logic in {Jcs,JTcs, J4cs, LPcs} with a decidable schematic
CS is decidable.

2. Any justification logic in {JDcs, JD4cs} with a decidable, schematic and az-
tomatically appropriate CS is decidable.

Proof. All logics presented are obviously recursively enumerable. By Corollary[I8]
Lemma and Lemma [2]] all logics presented satisfy the conditions of Theo-
rem [I9 and are, therefore, decidable.
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7 The Case of Common Knowledge

While the finiteness of the sets of worlds is a key feature of filtrations, the finite
bases of our examples are due to the specific setup of the models and are by no
means a necessary property of filtrations. On the other hand, if we start with
a logic Lcs which we already know to be sound and complete with respect to a
class of finite models, we can adapt the construction we used to finitely base the
evidence function for the filtrations.

Definition 23. Let M = (W, R,&,v) be a model and ¢ some set of formulae
that is closed under subformulae. The ®-generated submodel M | @ of M is
defined as (W, R,E | ®,v | ) where

1. £ @ is the minimal evidence relation based on Bg where
Bg(t, B,w) if and only if t : B € & and E(t, B, w)

2. v | P is given by
v 1 2)(p) = {{w |wewv(p)} ifped

0 otherwise

Like in the case for filtrations we get the following lemma.

Lemma 24. Let M = (W, R,&,v) be a model, D a set of formulae closed under
subformulae, and M | @ the ®-generated submodel of M. Then for all worlds w
in M and formulae A € & we have

M| ®,wlk A if and only if M, w I+ A.

Proof. The proof is by induction on A. The case for atomic propositions is im-
mediate by the definition of v [ @ and the cases for boolean connectives follow
immediately by induction hypothesis. Let us consider the case when A is t : B.

So assume M | &, w I-t: B. We get (¢, B,w) € £ [ P and M [ ¢,v |- B for
all v € W with R(w,v). The latter gives us M, v I B by induction hypothesis
whereas from the former we get (¢, B,w) € £ as both £ and £ | @ are based on
Bg and &£ [ @ is minimal with that property and hence £ | @ C £. So we have
M,wl-t: B.

For the other direction assume M, w It : B. We have thus £(¢, B, w) and
M, v |k B for all v € W with R(w,v). Again, the latter gives us M | &,v I+ B
by induction hypothesis and by the definition of £ | ¢ we immediately get
(t, B,w) € £ | @ from the former and thus M | ¢, w k¢ : B.

We can use this technique (adapted to the multi-agent case) to establish decid-
ability for the justification logic with common knowledge LP% that was intro-
duced in [9).

The logic LP% is a multi-agent version of LPcs with additional axioms and
operations on terms to deal with mutual and common knowledge. There are
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separate sets of terms for each agent i € {1,...,h} as well as for mutual knowl-
edge E and for common knowledge C. The different kinds of knowledge suggest a
slight change of notation. We will write [t]g B to mean “¢ is a justification term
of type ® for B”, where ® € {1,...,h,E,C}. Furthermore x will always denote
an element of {1,...,h,C}.

The logic LP%(CS) is given by the following axioms as well as the rules for
modus ponens and axiom necessitation (for a given constant specification CS):

1. finitely many schemes axiomatizing classical propositional logic

2. [t]« (A — B) — ([s ] A—[t-s].B) (application)
5. AV [ A [t + 5], A (sum)
4. [tiA— A (reflexivity)
5. [tliA — ['t] [t]; A (inspection)
6. [tiiAN - Aftp]nA = [(t1,. .. th)]eA (tupling)
7. [tleA — [m li A (projection)
8. [tlcA — [ccli(B)]ed, [t]cA — [ccl2(t)]e [t]cA (co-closure)
9. AN[t]c(A — [s]ed) — [ind(t,s)]cA (induction)

The semantics for LP% is given by models
M= (WaRla'"aRhagla"'aEhagEaEC>V)

where R; are reflexive, transitive accessibility relations on W and g are evidence
relations satisfying closure conditions modeled on the axioms of LP% analogous
to the logics presented in Section Furthermore we define Rg := U?Zl R; and
Rc as the transitive closure of Rg. A formula being satisfied at a given world is
then defined as before with the following crucial case for the formula being of
the form [t|gB

1) Ee(t, B,w) holds and
2) M,v Ik B for all v € W with (w,v) € Rg.

Using a canonical model construction we can show the soundness and complete-
ness of LP% with respect to this class of models and as an immediate corollary
of this construction (see [9, Theorem 20]) we obtain

Theorem 25. LP$(CS) is sound and complete with respect to the class of sin-
gleton models for LP(CS).

We can easily adapt the @-generated submodels from Definition 23] and Lemma
to the multi-agent case and turn these singleton models into finitary models.
Obviously the class of these finitary, singleton models is recursively enumerable
and adapting Lemma 2] to the multi-agent case shows that LP% satisfies the
conditions of Theorem Decidability of LP§ then follows as in the previous
section.

Theorem 26. LP§(CS) with a decidable schematic CS is decidable.

! Note that these closure conditions are very similar and also give rise to a monotone
operator as before. This is crucial in adapting the previous proofs to the multi-agent
case.
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8 Conclusion

We have presented a uniform method of proving decidability for justification
logics using a refinement of the finite model property. In order to achieve this
property, we have adapted the modal techniques of filtration and generated sub-
models to justification logics. Apart from reproving the known decidability re-
sults for Jcs, JDcs, JTcs, J4cs, JD4cs, and LPcs, this method has enabled us
to establish the decidability of the justification logic with common knowledge
introduced in [9].

The main difference from the modal case is the presence of an additional
element in models called evidence relation. As evidence relations are in general
infinite objects, the filtration has to be performed in such a way that apart from
finitizing the set of worlds, also the evidence relation is finitely representable.
This finite representation is achieved by using least fixed points of a certain
monotone operator that can be read off the axioms of the logic. The existence
of the least fixed point is guaranteed when the operator is monotone, which is
the case for all the logics considered. Some logics, e.g. justification logics with
negative introspection, however, give rise to non-monotone operators. Proving
decidability for them requires more involved techniques, see [20].
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Abstract. Process algebras have been developed as formalisms for spec-
ifying the behavioral aspects of protocols. Interpreted systems have been
proposed as a semantic model for multi-agent communication. In this
paper, we connect these two formalisms by defining an interpreted sys-
tems semantics for a generic process algebraic formalism. This allows
us to translate and compare the vast body of knowledge and results for
each of the two formalisms to the other and perform epistemic reasoning,
e.g., using model-checking tools for interpreted systems, on process al-
gebraic specifications. Based on our translation we formulate and prove
some results about the interpreted systems generated by process alge-
braic specifications.

1 Introduction

1.1 Motivation

Process algebras [29/T9)3] have evolved in the past three decades into a rich
theory of behavioral specification for concurrent and distributed systems. Various
process algebras come equipped with rich syntax, rigorous semantics and strong
equational and operational reasoning techniques.

Interpreted systems (ISs) [IBI30UI7IT4] have started around the same time
as process algebras and have gained popularity as semantic models to include
epistemic aspects into multi-agent systems. Since then much research has been
devoted into both theory and implementation of interpreted systems.

In this paper, we propose an interpreted systems semantics for a generic pro-
cess algebra, thereby establishing a link between these two worlds. This link
allows one to translate the vast body of knowledge in each of the two realms to
the other and benefit from the tools available for both formalisms when dealing
with a multi-agent system (e.g., by using model-checkers for interpreted systems
for protocols specified in process algebra). Also, algebraic structures of processes
and their equational theory can be used to compositionally reason about logical
properties, see, e.g., [1].

G. Bezhanishvili et al.(Eds.): ThiLLC 2011, LNCS 7758, pp. 182-P05] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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1.2 Related Work

In this paper we aim to show how Interpreted Systems can provide semantics
for a generic process algebraic formalism. This paves the way for using model-
checking tools based on interpreted systems, e.g., MCMAS [27] and MCK [28],
for verifying epistemic properties of process algebraic specifications. This also
relates to the line of work in translating operational specification languages to
the input languages of the above-mentioned model checkers, see, e.g., [5]. A
subsequent goal for the research initiated by this paper is to characterize the
class of IS models for different process algebras.

The benefits of combining behavioral (e.g., process algebraic) and epistemic
formalisms (e.g., epistemic logic) have been noted by several authors, starting
from Halpern and Moses in the seminal [15]. There already exists a rich literature
on such combinational frameworks, especially in the application area of security
protocols [6I25J7I36I1T]. Our work in [9] contributed to this body of knowledge
by providing a combinational framework for verifying a rich epistemic temporal
language on a process algebraic formalism. Our study of interpreted systems
for process algebras is based on the process algebraic framework proposed in
[9]. This framework bears relation to the epistemic systems of [34] by the con-
cept of an appearance map (renaming function in our framework). Recently, the
process-algebraic framework of [9] has been extended in [25] to support proba-
bilistic constructs. In [6], an epistemic temporal logic for the applied pi-calculus
is presented (although [6] only allows for single-agent knowledge).

We mention [26], which aims at axiomatizations for interesting classes of ISs
(notably hypercubes), through a characterization of the epistemic dimension of
those ISs as a subclass of S5 Kripke models. This work however disregards the
temporal dimension of the ISs.

The intention of our paper relates to the work of Van Benthem et al. on
exploring the interface between the Dynamic Epistemic- (DEL) and Epistemic
Temporal- (ETL) frameworks [4)21]. Their line of work compares and merges
the two, and characterizes the classes of models for ETL generated from DEL
models.

There have been several attempts to define a knowledge-based semantics for
programming languages [24120023/123713]. The closest to our work are [20[23],
where a knowledge-based semantics is given to a CSP-like process algebra with
local states and assignments. The fundamental difference between the approach
of [20/23] and that of the present paper is that there, each agent is supposed to
be represented by a sequential process, while in our approach agents may have
different observations and perceptions of process algebraic actions and they need
not be (although can be) incarnated in a particular process. In other words, in
our approach there needs not be a one-to-one mapping between agents and
processes.

1.3 Structure of the Paper

In Section Pl we present our generic process algebraic formalism called CCSi.
The basic definitions of interpreted systems are recalled in Section [Bl Then, the
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semantics of CCSi in terms of an interpreted system is presented in @l Some
formal results about the semantic framework are presented in Section [5] and the
paper is concluded in Section [6l

2 (CCSi: A Process Algebraic Formalism

2.1 Syntax

The basic building blocks of a behavioral specification in a process algebra are
atomic actions. They represent sending, receiving or communicating (synchro-
nizing on) messages as well as internal computations that may or may not be
visible to the observers. Atomic actions are composed using various composition
operators, leading to myriad process algebras. Here, we confine ourselves to a
simple process algebra, inspired by the well-known Calculus of Communicating
Systems (CCS) [29]. The formalism studied in this paper (and also in the earlier
work) is called CCSi, for CCS with identities. We slightly extend our earlier def-
inition of CCSi with termination constant € and unbounded choice to allow for
infinite branching. We have intentionally chosen for a process algebra with few
composition operators to illustrate the ideas. The constructions presented here
can be extended in a straight-forward manner to various other process algebras
such as those introduced in [T913].

Let Act be a finite set of action names (a,b, ag,... and la,?a,...), and let
Zd be a finite set of identities (of the participating principals or agents) typ-
ically denoted by 4, 7,...141,149,.... Action letters preceded by a question mark
or exclamation mark 7a and !a represent the receiving and the sending parts
of a communication, respectively, which result through synchronization in the
communication a[] We let Greek letters a, 3,... range over the complete set of
actions Act (including the sending- and receiving parts), while letters a,b, ...
only range over actions without question- and exclamation marks.

Processes in CCSi are specified using decorated actions d € D == {(J)a|J C
Zd,a € Act}, and a global renaming function p : Act — ActU{7}. The intuitive
meaning of a decorated action (J)a is that action « is taken visibly to the
principals in J (the intended audience of this ). Principals not in J will observe
the so-called public appearance p(a) of a. In the signature of p, 7 denotes the
“silent appearance” of an action; it is assumed that 7 ¢ Act and for any other
action «, if p(a) = 7, then (J)a becomes unobservable to the principals not in J.
We abbreviate (Zd)a, i.e., an action visible to everyone, by a. CCSi-Processes
are then specified as follows, together with a renaming function p:

Proc ::= €| D | Proc; Proc | Proc|| Proc | X;crProc;

! Here we take a variation on standard CCS, where successful synchronization of a
send- and receive action results in a silent action 7. We take the synchronization
a in our framework to be the successful communication of a message (which is not
a silent action).
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where termination process € cannot make any transition, but terminates, Proc;
Proc denotes sequential composition, Proc|| Proc denotes parallel composition,
and X5 Proc; denotes nondeterministic choice among processes Proc;, for each
¢ in the non-empty (and possibly infinite) index set I. We will write p1 +. ..+ pm
to denote the finite nondeterministic choice 2{1,_.,m}pi~)

The combination of identity annotations on actions and the action renaming
provides different views on the behavior of the system, according to different
principalsE Modeling passive observation of a system by hiding parts of it to
specific principals is already done in the literature (e.g., in [35]), but we will
generate the views for all principals simultaneously. This enables talking about
properties such as “¢ knows that j knows that £ has communicated message a”.

Note that in this formalism there is no direct correspondence between the
processes (Proc) and agents (Zd). We are not so much interested in how the
principals behave (what their actions are), but we are interested in what they
get to know from what happens. This is in line with the approach taken in the
seminal [15], where agents are processors, not processes (their framework focuses
on knowledge and does not specify the behavior of the system explicitly). But
it differs with some earlier work which uses process algebra for the specification
of multi-agent systems such as [20023/T2J37T3], where agents are modeled as
processes. In our approach, an agent may take part in several processes and
a process may comprise actions that are visible (communicated by/to) many
different principals. This is useful in the behavioral specification of protocols,
where an agent may participate in different threads of communications and a
single thread may be involved in several synchronisations with different agents.

Ezample 1. (Toy Example: Syntax) Let Act = {a, ag, b, c}. We elaborate the
definitions throughout the paper for the following simple CCSi-process p and
renaming function p.

p=((1)%a|[(2)!a) + ((3)b;¢)

pla) = p(ag) = ao, p(b) = 7,p(c) = ¢

Process p features a non-deterministic choice between the following two options:

1. synchronizing on action a; the result of synchronization is directly visible to
principals 1 and 2, while the rest precieve this as action ag, or

2. performing an action b followed by c¢. Action b is only visible to principal 3,
and the rest of the principals do not even notice that an action has taken
place. Action c is visible to all principals. Note that as defined earlier, action
¢ abbreviates the decorated action (Zd)c (everyone sees ¢ as it happens).

Ezample 2. (Dining Cryptographers: Syntax) In this example, we give a
formal specification of the Dining Cryptographers protocol [§], which has been

2 We will see that the send- (la) and receive (?a) parts of an action will not be explicit
in the semantics, but only the result a of their successful communication will be.
This means p(?a) and p(la) can be defined arbitrarily, or be left undefined.
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Crypt(i) = > .Boo ((1)?pay(i, b); CryptFlip(i,b) )
CryptFlip(i,b) = > oo ( () flip(i, c); CryptShare(i, b, c) )
CryptShare(i,b,c) = >, 500 (((D!share((i mod 2) +1,c¢)|| (1)?share(i,d));

CryptBcast(i, b, c,d) )

CryptBeast(i,b,c,d) = ((i)!bcast(i,b® c® d)

[1 > Boor (1) ?bcast((i mod 2) 4+ 1,z)));
paid(i,b® cdd® x)

Master = ('pay(1, T); M)'pay(2, L)
+ (M)!pay(L, L); M)!pay(2, T)
+ (M)!pay(1, L); M)pay(2, L)

Fig.1. A CCSi model of the Dining Cryptographers protocol for 2 cryptographers

extensively studied in the literature (e.g., in [35I2I22/T6133]). For reasons of pre-
sentational simplicity, we give a version with two cryptographers and an external
observer.

In general, the scene is about a number of cryptographers (2 in our case)
having dinner together. At the end, they learn that the bill has been paid by
one of them, or by their master. They do not want to compromise each other’s
right to anonymity, but they wish to make it known to the public whether the
payer was the master or not. (The usual presentation of the setting includes at
least three cryptographers, in which case the paying cryptographer -if any- will
remain anonymous not just to the public, but to the other cryptographers as
well.) To this end, they come up with the following protocol: each neighboring
cryptographer generates a shared bit, by flipping a coin; then each cryptographer
computes the exclusive or (XOR) of the bits she sees (one in our case) with her
own bit, and announces the result — or the flipped result, if she was herself the
payer. The XOR of the publicly announced results indicates whether the payer
was an insider or the master.

We specify the protocol for an external observer (O), two cryptographers (1
and 2), and the master (M). The observer is assumed to perfectly know the
protocol; it tries to comprise the anonymity of the cryptographers and learn
about the identity of the payer by looking at the trace of the protocol which has
taken place, and comparing it with the possible traces with different payers.

A model of this protocol in our process language is shown in Figure [I1

The model is adopted and adapted from our earlier publication [9] and is close
to the CSP description presented in [35], the only significant difference being that
the actions are annotated with identities from the set Zd = {O, 1,2, M}. Note
that we use parameters in the basic actions and process definitions only to pro-
vide a notational shorthand for the concrete actions and processes resulting from
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instantiating them. For example, ?pay(i, b) is not defined in our process language
but rather it stands for a number of instances such as ?pay(1, T), ?pay(2, L) each
of which are basic actions (obtained by globally replacing i and b with a member
of {1,2}and {L, T} in the process definition each time). In the description of
the protocol & denotes exclusive or. Also the process names are syntactic sugar
for the processes they define. The behavior of the ith cryptographer is specified
by the process Crypt(i) and the behavior of the whole DC system as a parallel
composition of Crypt(i)’s and the Master process:

DC5 = Crypt(1) || Crypt(2) || Master

Note that the observer principal is not mentioned anywhere in the specification
and will only be represented in the semantic model of the protocol.

A cryptographer process executes a series of actions corresponding to the three
big steps of the protocol: decide whether to pay or not, flip the coins together
with the neighbors, and announce the result of XOR~ing the two coins and her
own paying bit. The first step is modeled as a statement pay(i, b), which is in
fact a communication step with the Master.

The second step is modeled by the processes Crypt Flip(i) and CryptShare(i).
Process Crypt(i) executes a flip action and then shares the result with the neigh-
bor, by executing an action !share which will synchronize with the 7share from
the neighboring cryptographer. Crypt Bcast models the last phase, announc-
ing the result of one’s computation (!bcast), receiving the results from all the
others (?bcast) and concluding for itself that a cryptographer has paid or not
(paid(i, T), or paid(i, L), respectively).

The renaming function p specifies how much of a cryptographers’ actions is
visible for observing parties. For any i € {1,2} and b € {T, L}, we define

p(pay(i, b)) = pay(i)  p(bcast(i, b)) = beast(i,b)  p(share(i, c)) = share(i)
p(flip(i,0)) = flip(i)  p(paid(i,b)) = paid(i,d)

where pay(1), beast(1, T), ... are basic actions.

2.2 Transition Systems Semantics

The operational semantics of CCSi (from [J]) is given in Figure [ in terms
of Structural Operational Semantics (SOS) rules [32]. The operational state of
CCSi is a pair (p, ), where p is a process in the syntax given in Section 2] and
m is a sequence of decorated actions (a history).

We include the history in the operational state of our semantics in order
to capture the epistemic aspect. Such a sequence of decorated actions together
with the renaming function allow us to construct in each state how each principal
perceives what has happened so far. This allows us to evaluate epistemic state-
ments on the semantics. (Note that just process terms as states only would only
code the possible future actions, and contain no information about the past - let
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alone code individual perceptions of the past; the semantics for process a; p+b; p
would, for example, after initial branching meet in a single state coded with p.)
Using histories and principals’ perception, we recover the notions of knowledge
and knowledge update in the operational semantics of protocols. If a particular
proposition is true in all operational states that are perceived the same for a
particular principal, then the principal knows the proposition. The knowledge of
principals is updated by appending new perceived actions to the histories.

The operational semantics of a process p is its associated labeled transitions
system (with (p,€) as the starting state, where e denotes the empty history
of decorated actions) defined by the deduction rules of Figure 21 The transi-
tions in this LTS are of the form —» , which is, in turn, defined in terms of the

auxiliary transition relation (i)>a, by stripping off the decorations and blocking
non-synchronized sends and receives.

Process € cannot make any transition, but terminates immediately; this is
denoted by the termination predicate 4/ in the deduction rule (axiom) (e). The
semantics of a decorated action is defined by the deduction rule (a): the pro-
cess d can perform the action d (which is concatenated to the history) and then
turn into the terminated process €. The operational behavior of nondeterministic
choice is defined by the choice in the behavior of its arguments. This is captured
by the deduction rule scheme (ni) (for each index set I, ¢ € I). Transition seman-
tics of sequential composition is defined by either taking an action from the first
component, or termination of the first component followed by an action from
the second one, as specified by deduction rules (s0) and (s1) respectively. The
semantics of parallel composition is defined by the interleaving (deduction rules
(p0)-(p1)) and the synchronization (deduction rules (p2)-(p3)) of the actions
of its arguments (we here omit deduction rules (pl) and (p3), which are, re-
spectively, symmetric copies of (p0) and (p2)). Termination of nondeterministic
choice, sequential composition and parallel composition is specified, respectively,
by (nti), (st), and (pt).

Deduction rule (strip) strips down the decorated action into plain actions (by
removing the intended audience) and ignores send- and receive actions (hence,
one could say it enforces synchronization among communicating processes in the
trace semantics).

In addition to the operational semantics, we define an epistemic semantics

for the process calculus using the indistinguishability relation ~?~, which is de-
fined in terms of the indistinguishability relation = (see also [J]). Considering

the deduction rules for =, reflexivity is captured in deduction rule (refl); rule
(= p0) defines the case for a visible action to principle i; rule (= p1) concerns
when two invisible actions which have the same public appearance for i; rule
(= p2) defines the case for an action which is invisible to ¢ but appears to i as
another visible action; rule (= 70) is about an invisible action which appears as
7 to ¢ (i.e., is absolutely unobservable for 7). (Again for the sake of brevity, we
have omitted symmetric rules for (= p2) and (= 70).) Deduction rule (I) lifts

the indistinguishability relation = from sequences of decorated actions to the
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(ni) iel (nti) i€l

(s0) (s1)

(p0)

($0’7T \/ (xlaﬂ—)\/
(zo || z1,m)y/

(pt) (p2)

(strip

A _ ; /
(= refl) =)= a—ib tedJnd
T= 7~ (JNa=7"~(I)b
A _ ; ’ i _ ; ’
)= p(a)—ip(b) i¢gJUd )T =T a—zp(b) ieJ\J
T~ Ja=7"~(I)b 7~ JNa=7"~(I)b
Lo — K
)T =T i¢J pla)=r1 o Ty = 1

™~ (Ja L (z0,m0) 2 (1,m1)

Fig. 2. SOS of CCSi (cf. [9])

indistinguishability relation -*. on the operational state of CCSi. As shown in
[9], both = and -*- are equivalence relations.

This semantics is introduced here to present the original semantics given in
[9] and to compare it with the interpreted systems semantics presented in the
subsequent sections. For these and the following definitions, we now provide a

running example for clarification.

Ezample 3. (Toy Example: Semantics) Consider process p specified in Ex-
ample [[l The traces of p can be generated by the SOS-rules as follows:

N G ew o=

—rule (a)

—rule (a)

—rule (p2), using 1,2
—rules (e), (pt)
—rule (a)

—rule (s0), using 5
—rule (a)
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8. (¢,((3)b, )/ —rule (e)
9. (e;¢,((3)b) = (e, ((?)b, c)) | - rule (s1), using 7,8
10. ((1)7al] (2)'a, () L (]| 2)1a, (1)7a)) B (e ||(e, (1) 7a, (2)1a))

—rules (p0), (p1), using 1,2
la (1)?a

1. ((1)7a ] (2, () 2 (1)7al]€ (2)1a)) L (el € ((2)!a, (1)7a))

—rule (p1), (p0), using 2,1

12. (p, () = (ell€,{(1,2)a)) — rule (ni), using 3
13. (0, ) L (e 11 @)1, (1)7a)) 2 (el e, (1)7a, (2)1a))  — rule (ni) using 10
14. (0, ) 2 (1)7a|le, (2)1a) L (el e, (2)la, (1)7a))  — rule (ni) using 11
15. (p, () 2y (e;5¢,((3)b)) = (¢, ((3)b, c)) —rule (nl) using 6, followed by 9
16. (p, ()) > (e|l€, ((1,2)a)) — rule (strip), using 12
17. (p, ) 2 (€5¢,(3)b) = (e, ((3)b,¢)) — rule (strip) using 15

Note again that rule (strip) is restricted to ‘closed’ actions, i.e., excluding la, ?a,
so it does not apply to lines 12 and 13. The set of traces of p is therefore (lines
15 and 16): {{(a), (b,c)}.

Now, we also generate the indistinguishability relation through the SOS-rules:

1. For all i € Td and for all m: 7 = 7 —rule (= refl)
2. ((1,2)a) 2 (ao) - rule (= p2)
3. ((3)b,c) = (c) - rule (= 70)
4. ((3)b,¢) = (c) ~ rule (= 70)

The state space of this example is depicted in Figure[Bl In this figure, the initial
state is designated with a small incoming arrow. The transitions derived from
the operational semantics are drawn as solid arrows and the indistinguishability
relation is drawn as a dotted line labeled with the principal identities. (In order
not to clutter the figure, we dispensed with the self-loops denoting the reflexivity
of the indistinguishability relation.)

Ezample 4. (Dining Cryptographers: Semantics) Consider the specification
of dining cryptographers given in Example 2l The complete state space of the



Interpreted Systems Semantics for Process Algebra 191

(1, M)pay(1,T) (1, M)pay(1, L)| (1, M)pay(1, L)

0,2

T 0.2 oM

(2, M)pay(2, 1) 0 @ Mpay(2, T) (2, M)pay(2, 1)

s
s

Fig. 4. Operational Semantics of the Dining Cryptographers Protocol

protocol is too large to be studied manually (see [10] for a prototype implemen-
tation of a model-checker for a process algebra, using which we performed a
mechanized analysis of this protocol). The initial steps of the protocol are de-
picted in Figure[d Consider, for example, the leftmost and the middle traces in
Figure [ After the first step of the protocol, principals 1 and 2 observe action
pay(l, T) in the leftmost trace and action pay(1l, L) in the middle trace and
hence, can distinguish the target states of these two actions. Principals O and
2, however, observe pay(1) in both cases and hence the resulting states are in-
distinguishable to them. After the second step, principal 2 can also distinguish
between the two traces, because it can observe pay(2, L) as the second action
of the leftmost trace, while it can observe pay(2, T) as the second action of the
middle trace. Principal O still cannot distinguish the two traces because the
second action appears in both cases as pay(2) to it. Note that modeling this
aspect of knowledge about the actions that have taken place and revisions in
the knowledge is made possible thanks to the notion of history (of past actions)
that is included in the operational state.

Below, we give three completed traces of the protocol, which are continuations
of the three initial branches depicted in Figure @ The protocol starts with the
Master synchronising on pay-actions with each cryptographer. These traces do
show the essence of the protocol (i.e., the three possible cases for payment) with
some choice of coin flips. Our choices for coin flips may seem arbitrary at the
first glance, but actually, a particular choice is made to demonstrate how the
protocol guarantees anonymity:

1. The first trace, given below, is a continuation of the leftmost trace, in which
the first cryptographer has paid; the result of both coin flips in this par-
ticular trace is a head (T). For the sake of brevity, in the description of
the traces, we only mention the histories and the transitions and omit the
process expressions:
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(DCx2, () pay(1,T)
(=, {(1,M)pay(1,T))) pay(2, 1)
(= (1, M)pay(1,T), (2,M)pay(2, L)) Flip(,T)
(—, (1, M)pay(1, T), (2,M)pay(2, L), (1) flip(1, T))) Flip(,T)

— (1, Mpay(1, T), (2,Mpay(2, L), 1) flip(1, T), (2) flip(2, T))) ~ “"=hD

)

) <(1,M)pay(1, T)v (27M)pay(2v J—)v (1)fl7;p(17 T)v (Q)flip(27 T)v
> Shari(>2,T)
)

(

(

((1,2))share(1,T)))
(= (1, M)pay(1,T),
(
(-
(

(2,M)pay(2, L), (1) flip(1, T), (2) flip(2, T),

(1,2))share(1,T), ((1,2))share(2,T))) bcast(le)@TEBT)
(1, M)pay(1, T), (2,M)pay(2, L), (1) flip(1, T), (2) flip(2, T),

(1,2))share(1,T), ((1,2))share(2,T), ((1,2))becast(1,T))) beast(2, L&TST)

_7<(1 pay(l, )7( ,Mpay(2 l),(l)flip(l,—r),(Q)flip(z,T),
share(1,T),((1,2))share(2,T),

beast(1,T), ((1,2))bcast(2, L)))

(

(

(

(= (1, M)pay(1, T), (2,M)pay(2, L), (1) flip(1, T), (2) flip(2, T),
((1,2))share(1,T), ((1,2))share(2,T),

((1, 2))bcast( T),((1,2))bcast(2, L),
(
(
(
(
(

paid(1, TOATHTOL)
H

paid(2,LOTHTOT)
H

T)
R <( 7M pay(l,T),( 7 ay(2 J‘) (1)fllp(1,T), (2)flzp(2,T),
,2)) (1,2))share(2,T),
2))bcast( ,T),((1,2)) cast(2, J_)
1, T),((0,1,2,M))paid(2, T))) v

As it can be seen, upon termination, the history indicates that both prin-
cipals 1 and 2 have announced that a cryptographer has paid and this an-
nouncement can be observed by each and every principal.

. The second trace, given below, is a continuation of the trace in the middle

of Figure @ in which the second cryptographer has paid, the result of the
coin flip by crytographer 1 is a head (T) and that of the cryptographer 2 is
a tail (L):
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(DC3, () pay(1, L)
(= (1, M)pay(1, 1)) Pay(2,L)
(=, (1, M)pay(1, L), (2,M)pay(2, L)) fip(,T)
(= (1, M)pay(1, L), (2,M)pay(2, L), (1) flip(1, T))) Fp. 1)

share(1,T
~(> )

(= (1, M)pay(1, 1), (2,M)pay(2, L), (1) flip(1, T), (2) flip(2, 1)))

(= (L, M)pay(1, 1), (2,M)pay(2, L), (1) flip(1, T), (2) flip(2, L),

((1,2))share(1, T))) share(2T)

(= (1, M)pay(1, L), (2,Mpay(2, L), (1) flip(1, T), (2) flip(2, L),

((1,2))share(1, T), ((1,2))share(2, T))) beast(L,LOTOL)
(1, M)pay(1, 1), (2,M)pay(2, L), (1) flip(1, T), (2) flip(2, L),

(1,2))share(1,T), ((1,2))share(2,T), ((1,2))bcast(1,T))) bcaSt(Q’L@T@T)

/\/\ /\/\

2)
(1, M)pay(1, L), (2,M)pay(2, L), (1) flip(1, T), (2) flip(2, L),
(1,2))share(1, T), ((1 ))share( ;1)
)

(1,2))beast(1, L), ((1,2))bcast(2,

)
paid(l,LOTHTHT)
=

)

(-

(

(-

(

( )

(= (1, M)pay(1, L), (2,M)pay(2, L), (1) flip(1, T), (2) flip(2, L),
((1,2))share(1,T), ((1 ,2))5hare( ,T),

((1,2))beast(1, L), ((1,2))bcast(2, L)

(
(
(
(
(

I

(0,1, 2,M))paid(1, T))) P2 TOTOTOL)
— (1, M)pay(1, L), (2,M)pay(2, L), (1) flip(1, T), (2) flip(2, L),
(1,2))share(1,T), ((1,2))share(2,T),

(1,2))beast(1, L), ((1,2))bcast(2, J_)

(0,1,2,M))paid(1, T), ((0,1,2,M))paid(2, T))) Vv

Similar to the previous trace, at the end of the protocol, it has been an-
nounced, by both cryptographers, that a cryptographer has paid the bill.
The observer, however, cannot distinguish this trace from the first one, and
hence, at the end of either of the two traces, cannot establish which cryptog-
rapher has paid. Note that the two cryptographers do know (both in the first
and the second trace) who has paid the bill: for example, at the end of the
above-given trace, cryptographer 2 knows that it has paid the bill, because
this trace is distinguishable (by observing paid(2, T)) from any other trace
in which it has not paid the bill. Cryptographer 1 also knows that 2 has
paid the bill, because it knows after the first step that it has not paid the
bill, and after the last step knows that a cryptographer, hence 2, has paid the
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bill; in other words, this trace is distinguishable from other traces in which
2 has not paid in the observable pay and paid actions.
The last trace is a continuation of the rightmost trace in Figure [ in which

the master has taken care of the bill and no cryptographer has paid. Both
coin flips in this trace result in a head (T):

(DCs, () peu(t, 1)
(=, (1, M)pay(1, 1)) pay(2,1)
(— (1, M)pay(1, L), (2,M)pay(2, 1)) i)
(=, (1, M)pay(L, L), (2,M)pay(2, 1), (1) flip(1, T))) T*& T

share(1,T)
=

(= (1, M)pay(1, L), (2,M)pay(2, L), (1) flip(1, T), (2) flip(2, T)))

(= (1, M)pay(1, L), (2, M)pay(2, L), (1) flip(1, T), (2) flip(2, T),
((1,2))share(1,T))) heren D
(=, (1, M)pay(1, L), (2,M)pay(2, L), (1) flip(1, T), (2) flip(2, T),

((1,2))share(1, T), (1, 2))share(2, T))) beast(L,LOTOT)
(=, (1, M)pay(1, L), (2,Mpay(2, L), (1) flip(1, T), (2) flip(2, T),

((1,2))share(L, T), (1, 2))share(2, T), ((1,2))beast(1, L)) beast(2 LETET)
(= {1, M)pay(1, L), (2,Mpay(2, L), (1) flip(1, T), (2) flip(2, T),
((1,2))share(1,T),((1,2) share( ,T), ‘
((1,2))beast(1, L), ((1,2))beast(2, 1)) petd(LLOTOTOL)
(= (1, M)pay(1, L), (2,M)pay(2, L), (1) flip(1, T), (2) flip(2, T),
((1,2))share(1,T), ((1,2))share(2, T),

((1,2))bcast(1, L), ((1,2))becast(2, L), ‘
((0,1,2,M))paid(1, 1))) patd(2, LOTOTOL)
( »<( ,Mpay(l,l),( ) ) ay(2 l),(l)flip(l,—r),(Q)flip(Q,T),
((1,2))share(1,T), ((1,2))share(2, T),

((1,2))bcast(1, L), ((1,2))becast(2, L),

((0,1,2,M))paid(1, L), ((0,1,2,M) )pazd(2 1))

After observing this trace, all principals know that the master has taken care
of the bill, because they all observe both paid(2, L) and paid(2, L) and in
all traces that are indistinguishable from the present trace (i.e., contain the
same observable paid actions in the end) no cryptographer has paid. The
latter claim can be checked formally, using an exhaustive search of the state
space of the procotol; we refer to [10] for the details.
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3 Interpreted Systems

In this section, we recall from [I7] formal definitions, terminology and notational
conventions regarding interpreted systems. Note however that we deviate from
the original definition of [I7], by restricting to finite runs. We do this in the
context of our process language, because our process terms only afford finite
behavior. In order to have infinite runs corresponding to our porcesses, we could
have every run have an infinite ‘stuttering’ tail (as is suggested in [I5] as well).
We will discuss in Section Bl why we have chosen not to do so for the context of
this paper.

Definition 1 (Interpreted Systems (Finite Depth)). Given a set of n > 0
agents with identifiers in Zd = {1,...,n}, and for each agent i € Id a set
of local states L;, a global state | is an n-tuple (I1,...,1,) with l; € L;. Let
L =TT;_, L; denote the set of global states. A runr is a finite sequence of global
states 1(0),7(1),...,r(m) for some m € N. A protocol R is a non-empty set of
TUNS.

Given a set @ of atomic logical formulae, a valuation is a function v : L — .

An interpreted system is then a pair (R,v), where R is a protocol and v is a
valuation.

Two global states are taken to be indistinguishable for an agent if their local
states are equal. This defines an equivalence relation for the evaluation of epis-
temic formulas:

Definition 2 (Indistinguishability Relations in ISs [I7]). Given an in-
terpreted system with set of global states L, for each agent i € Td the relation

~C L x L is defined by: L ~ 1" iff I; = 1.

The valuation part v of an Interpreted System (which is taken to be defined on
the full L) can be specified independently of the protocol part R. As it turns
out, linking our framework and Interpreted Systems is essentially about linking
our operational semantics to the protocol part of ISs and linking the respective
indistinguishability relations. Within this paper we do not yet explore with which
logical language, including a meaningful choice for the atoms, it is best to talk
about our epistemic-operational models for processes. This will be part of our
future work, and for now, we therefore do not specify the v-part, only the protocol
part of our ISs.

4 Interpreted Systems Semantics for C'CSz

In this section, we define an interpreted systems semantics for the process algebra
CCSi. We do so by defining the influence of each operational step on the local
state of each principal and then aggregating these influences into the definition
of a run. The development of this section is only dependent on the definition
of an operational semantics, as defined , and hence the same schema can be
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(z, )/
Ty

(is v/)

(2, m) L (y, )

(sd)™" "y
€T ~> y

Fig. 5. Influence of a decorated action on the local states

used for any other process algebra (process algebraic formalism) as long as the
visibility range (the set of principals to which the action is visible) and the public
appearance of each action is provided in the operational semantics.

Before we define the interpreted systems semantics for a C'CSi process, we
first describe what we will call the local and global state of such a semantics:
For a process p € CCSi with renaming function p, a local state I; € L; C Act”
is a sequence of actions in p as they appear to agent i € Zd under p. The set of
global states L is defined to be L = []}_; L;. The protocol corresponding to p is
the set of all runs of p, which are the sequences of global states corresponding
to the traces of p. Note that unlike the histories of CCSi, which are sequences
of decorated actions, the local states of CCSi are sequences of actions (without
any decoration).

Definition 3 (Concatenation of Actions-Tuples to Global States). Con-
sider a global state | = (l1,...,1l,) and an n-tuple a = (a1,...,a,) of actions
in Act U {r}. Then | a = (I},...,1.) where I, = l; ifa; = 7 and I}, = 1; - a;
otherwise.

Definition 4 (Decorated Action Tuple). For any decorated action d = (J)a
we define [d] to be the n-tuple (a1,...,an) with a; = a fori € J, and a; = p(a)
fori¢ J.

We are now ready to define the interpreted system semantics of processes by
defining their associated protocols. Definition [ defines the protocol associated
with the process € to be the singleton set comprising empty local sequences.
The protocol associated with a decorated action, is defined by the tuple of local
appearances of each action to each agent. Finally, the notion of protocol is lifted
in the expected way from decorated actions to processes.

Definition 5 (Interpreted System Protocols for CCSi). The influence of
a decorated action (or termination) on the local state of each principal is defined
in Figure[3.
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Fig. 6. Interpreted Systems Semantics of the Dining Cryptographers Protocol

We write p) in the remainder of this definition, to denote that process p can
terminate according to the deduction rules of Figurel3, i.e., p,/, or cannot take

any transition, i.e., there are no process p' and n-tuple of actions a s.t. p«(»l»p’ .
A run of a process p is a sequence (lo,l1,...,lm) of global states, such that
there exist processes po,pi,-.-,pm With lo = ((),...,()), Po = D, Pmy, and (if

m > 0) for each k < m, it holds that l41 = Z,:a and py “(’):‘)kar].
The protocol associated with a process p, denoted as [p], is the set of all runs

of p.

Ezample 5. (Toy Example: Interpreted Systems) The IS semantics for the
proces p = ((1)?al| (2)!a) + ((3)b; ¢) consists of the following runs:

(0,0, 0), ((a), {a), {a0))
and ((), (), ()), (O, O, (0)), ({€), (©), (b, ¢));

We see that the process histories of decorated actions are unfolded, through
the annotations and the renaming functions, into the local perspectives of the
principals in the IS semantics: local states are the sequences of (undecorated)
actions from the history as perceived by the corresponding principal.

Ezample 6. (Dining Cryptographers: Interpreted Systems) In Figure [l
the initial steps of the runs of dining cryptographers protocol are depicted. Each
tuple depicted in Figure [6 represents the view of principals O, 1, 2, and M,
respectively, of the action that has take place.

The runs of the interpreted systems semantics, corresponding to the traces
given in Example ] are given below:

1. The first run corresponds to the leftmost trace in Figures[d and [G the global
state of the run is a 4-tuple comprising the local states of O, 1, 2, and M,
respectively (to save space, we have abbreviated the action names flip, share
and bcast into f1, sh and bc, respectively):
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Q0
Q0
Q0
Q0
(

pay(1)),
(pay(1,T)),
((pay(l)% ) ’

(pay(1,T))

(pay(1), pay(2)),
(pay(1, T),pay(2)),
(pay(1), pay(2,T)),
<pay(1,T)»pay(27T))
<pay(1)s pay(?), (1)>a
(pay(1, T),pay(2), fl(LT)>,
(pay(1), pay(2,T),fU(1)), ’
(pay(1, T),pay(2, T),f1(1))
(pay(1), pay(2), fU(1), [fU(2)),
(pay(1, T),pay(2), fU(1,T),fl1(2)),

(pay(1), pay(2,T),fU(1), fU(2,1)),

(pay(L, T).pay(2, T),fU(1),  fl(2))

(pay(1), pay(2), fU1), fl(2), sh(1)),

(pay(1, T),pay(2), fU(1,T),fl(2), sh(1,T)),

(pay(1), pay(2,T),fU(1), [fU(2,L1),sh(1,T)),

(pay(1, T),pay(2, T),fU(1), fU(2), sh(1))

(pay(1), pay(2), fU(1), [fU(2), sh(1l), sh(2)),

(pay(1, T),pay(2), fU(1,T),fl(2), sh(1,T),sh(2,1)),
(pay(1), pay(2,T),fU(1), [fU(2,1),sh(1,T),sh(2,1)),
(pay(1, T),pay(2, T),fU(1), fl(2), sh(1l), sh(2))

(pay(1), pay(2), fU(1), fU2), sh(l), sh(2), be(1,T)),
(pay(1, T),pay(2), fU(1,T),fl(2), sh(1,T),sh(2,L1),be(1,T)),
(pay(1), pay(2,T),fU(1), fU(2,1),sh(1,T),sh(2,L1)be(1,T)),
(pay(L, T).pay(2, T),fU(1), [fU(2), sh(1l), sh(2), be(1,T))

(pay(1), pay(2), fU1), fU(2), sh(l), sh(2), be(1,T),be(2,1)),

(pay(1, T),pay(2), fU(1,T),fl(2), sh(1,T),sh(2,1),bc(1,T),bec(2,1)),

(pay(1), pay(2, T).fU(1), fU(2,L1),sh(1,T),sh(2,L)be(1,T),be(2,1)),

(pay(1, T),pay(2, T),fU(1), fU(2), sh(1l), sh(2), be(l,T)be(2,1))
1),paid(1, T
)

(pay(1), pay(2, T),fU(1),  fU(2, L),sh(1,T),sh(2, L),bc(1, T),be(2, L),paid(1, T))
(pay(1, T),pay(2, T),fI(1), fU(2), sh(l), sh(2), be(1,T),be(2, L),paid(1, T))
((pay(lh pay(2), fU1), fU2), sh(l), sh(2), be(1,T),be(2,1),paid(1,T), paid(

(pay(1), pay(2), fU(1), fU(2), sh(1), sh(2), be(l,T)be(2, )
((pay(l,T),pay(Q), UL, T),fU(2), sh(1,T),sh(2,L1),bc(1,T),be(2, L),paid(1, T;),)

2,T))
(pay(1,T),pay(2), [fU(1,T),fI(2), sh(1,T),sh(2,1),be(L,T),be(2, L),paid(L, T),paid(2,T))
(pay(1), pay(2,T), fI(1), [fU(2,1),sh(1,T),sh(2,1),be(1, T),be(2, L),paid(L, T),paid(2,T))
(pay(1,T),pay(2, T),fI(1), fU(2), sh(1), sh(2), be(1,T),be(2, 1),paid(l, T),paid(2,T))

There are a couple of interesting observations to be made about the above-
given run: firstly, each operational step of the protocol results in appending
one action to the local state of each and every principal. This phenomenon,
called synchronicity, is because of the particular definition of p, which does
not map any action to the invisible action 7. Secondly, no principal can
observe all actions as they actually happen in the protocol: a cryptographer
cannot observe the content of the commuinication between the master and
the other cryptographer and the result of its coin flip, the master cannot
observe the result of the coin flip for any of the two cryptographer and the
communication between the two cryptographers for sharing them, and the
observer cannot observe any of the aforementioned information.

. The second run corresponds to the middle trace in Figures [ and [f] using the
same abbreviations as in the first run:
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o8
()
()
O

(pay(1)),
(pay(1, 1)),
(pay(1)), ’

(pay(1,L1))

(pay(1), pay(2)),

(pay(1, L),pay(2)),

(pay(1), pay(2,T)),

(pay(1, L),pay(2, T))

(pay(1), pay(2), fl(1)),

(pay(1, L),pay(2), fi(1,T)),
(pay(1), pay(2,T),fi(1)), ’
(pay(1, L),pay(2, T),fI(1))

(pay(1), pay(2), fU(1), [fU(2)),
(pay(1, L),pay(2), fU(1,T),fi(2)),
(pay(1), pay(2,T),fU(1), fli(2,1)),
(pay(1, L),pay(2, T),fU(1), [f1(2))
(pay(1), pay(2), fU(1), [fU(2), sh(1)), )

(pay(1, L),pay(2), fU(1,T),fl(2), sh(1,T)),
(pay(1), pay(2,T),fU(1), fU(2,L1),sh(1,T)),

(pay(1, L),pay(2, T),f1(1), fi(2), sh(1))

(pay(1), pay(2), fU1), fU(2), sh(1l), sh(2)),
(pay(1, L),pay(2), fU(1,T),fl(2), sh(1,T),sh(2,1)),
(pay(1), pay(2,T).fU(1), fU(2,L1),sh(1,T),sh(2,L1)),
(pay(1, L),pay(2, T),fU(1), fU(2), sh(1), sh(2))

( (pay(1), pay(2), fU(1), [fU(2), sh(l), sh(2), be(l, T

(pay(D),  pay(2, T),FU1),  fi(2, 1),sh(1, T).sh(2, L).be(1, T)),

(pay(1, L),pay(2, TV.FU1),  fi(2), sh(1),  sh(2), be(l,T))

Gou(t), "poy(2), D, U@, (D), (), | bell, b 1),
¢>>Z)
1)

)
pay(1, L),pay(2), fI(1,T),f1(2), sh(l,T),sh(2,J.),bc(1,T)),>

2
(pay(1, L),pay(2), fU(1,T),fl(2), sh(1,T),sh(2,1),bc(1,T),be(2,
(pay(1), pay(2,T),fL(1), fU(2,L1),sh(1,T),sh(2,L1),bc(1,T),be(2,
(pay(1, L),pay(2, T),flL(1), fU(2), sh(l), sh(2), be(l,T),bc(2,
(pay(1), pay(2), fi(1), fU(2), sh(1), sh(2), be(1,T)be(2,L),paid(L,T)),
(pay(1, L),pay(2), fU(1,T),fl(2), sh(1,T),sh(2,1),bc(1,T),bec(2,L),paid(1,T)),
(pay(1), pay(2,T),fL(1), fU(2,L1),sh(1,T),sh(2,L1),bc(1,T),bec(2,L),paid(1,T)),
(pay(1, L),pay(2, T),f1(1), fU(2), sh(1), sh(2), be(l,T),be(2,L),paid(l, T))
(pay(1), pay(2), fU1), fU2), sh(l), sh(2), be(1,T),bc(2,1),paid(1,T), paid(2,
(pay(1,1),pay(2), fU(1,T),fl(2), sh(1,T),sh(2,1),be(1,T),bc(2,L),paid(1, T),paid(2,
(pay(1), pay(2,T),fL(1), fI(2,L1),sh(1,T),sh(2,L1),bc(1,T),bc(2,1),paid(1, T),paid(2,
(pay(1, L),pay(2,T), fL(1), fI(2), sh(1l), sh(2), bec(1,T),bc(2,1),paid(1,T),paid(2,
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)
)
)
)

Consider the first and the second run presented above and consider the local
state corresponding to the view of the observer (viz. the first element in the
global state); for convenience, we quote the local state of the observer in the
final global state of both runs below:

(pay (1), pay(2), fl(1), fl(2), sh(1l), sh(2), be(1,T), be(2, L), paid(1, T), paid(2, T))

(pay(1), pay(2), fl(1), fl(2), sh(1), sh(2), be(1,T), be(2, L), paid(1, T), paid(2, T))
As it can be seen, the local views of the observer in the two runs coincide and
following Definition[2] these two runs are indistinguishable for the observer. How-
ever, the local states of the other principals differ in one or more actions (namely,
flip and pay). These results have also been established in the operational seman-
tic model of the protocol and they hint at the correspondence between the two
semantic models. We formalize and prove this correspondence in the remainder
of this paper.
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5 Some Formal Results

In this section, we present three types of formal results regarding our interpreted
systems semantics for CCSi. The first type establishes a correspondence between
the operational and the interpreted systems semantics of CCSi. The second
type of results determine the expressiveness of process algebraic specifications in
generating interpreted systems. Finally, we give the third type of results about
the characterization of the interpreted systems generated by process algebraic
specifications.

Correspondence. The first result, formulated below, relates our interpreted sys-
tems semantics with the operational semantics originally defined for CCSi. It
states that each component of a protocol in the interpreted systems semantics
is a local projection on a trace obtained from the operational semantics.

Theorem 6. For each CCSi process p, the following two statements hold:

=1 =7(0),...,r(m) € [p] = Fp «(p,()) =@, MAPAVI<n, 7 é [r(m):],
= Ve (p, ()) = 0, 1A P = Brepplment =7(0), oo r(m)A Vi < o, w0 = [7(m)s],

where — * denotes the reflexive transitive closure of the union of transition
relations ~ , and |1;| is the sequence of actions in l; lifted to form a history, by
reading the actions as decorated implicitly with (Zd), i.e. as publicly visible (cf.
the convention on p. [I87).

The first item states that for each run in the IS semantics of p, there is a pair
(p', ) with process p’ terminating, and such that for each i, how i perceives the
history 7 is equal to his local state r(m);. The proof goes by an induction on
the length of the run. The second item states that conversely, for each process
p that can terminate after history 7, there is a run in the IS semantics of p in
which for each i, i’s local state at the end of the run captures how i perceives .
The proof of the second item is by an induction on the number of the transitions
leading to (p/, ).

Ezxpressiveness. Before we study the expressiveness of process algebras in gen-
erating interpreted systems, we confine our attention to the set of interpreted
systems of which the local states are initialized with the empty history and are
updated at each step by at most one action; this is the idea behind the notion
of initialized and prefiz-closed interpreted systems defined below.

Definition 7. Consider an interpreted system (R,v) with sets L; of local states
such that L; C Act™ for each i € Zd. A run r = r(0),...,r(m) € R is prefix
closed if for each two consecutive global states r(k) = (l1,...,l,) and r(k+1) =
(1q,...,1) with k < m, and each i € Zd it holds that either l; =1} or [T a =1}
for some o € Act. The run r is initialized if r(0) = ({),...,()). Interpreted
system (R,v) is initialized and prefix closed, if each and every run r € R is
initialized, and prefix closed.
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It trivially holds that the interpreted system semantics for our processes are
initialized, and prefix-closed. The following theorems show the (lack of) expres-
siveness of process algebras in generating interpreted systems. The first two
theorems show that all initialized and prefix-closed interpreted systems with 1
action or at most 2 agents can be specified by a process algebraic description.
The third theorem shows that in the setting with more than 1 action and more
than 2 agents, not all initialized and prefix closed interpreted systems can be
captured by process algebraic specifications.

Theorem 8. For an action set Act with | Act |< 1 (i.e., with cardinality at
most 1), for each finite initialized, and prefiz-closed interpreted system (R,v),
there exists a process algebraic description p and renaming p such that [p] = R.

Theorem 9. Assume that the system comprises at most 2 agents; for each fi-
nite initialized and prefiz-closed interpreted system (R, v), there exists a process
algebraic description p and a renaming p such that [p] = R.

Theorem 10. For an action set of cardinality at least 2 and more than 2 agents,
there exist finite initialized and prefiz-closed interpreted systems that cannot be
generated by any process algebraic specification.

Proof of Theorem [I. Consider the singleton protocol {(({), (), ()), (o, 8,7))},
where «, 8 and 7 denote three distinct actions. We claim that this protocol
cannot be generated by any process algebraic specification p with the given
signature for p. Assume towards contradiction, that such a p exists; p cannot have
non-e¢ summands or parallel components, since otherwise the protocol cannot be
singleton. Hence, p should be an action prefixing followed by e, i.e., is of the
form d;e. It follows from Definition Bl that [p] = ({), (), {)) " [d]. Without loss of
generality assume that d = (J)q; then since 8 # () and v # (), it should hold
that 8 = p(a) and v = p(«), which contradicts the assumption that 8 and v are
distinct. ]

Theorem [I0 points out a gap in the expressiveness of our process algebraic speci-
fication language. In the proof of the theorem, this shortcoming is traced back to
the restrictive nature of our global renaming function: it presumes a dichotomy
of actions and their public appearances while interpreted systems allow for sev-
eral (more than 2) different appearances of actions. This expressiveness gap can
be filled in various ways, e.g., by adding the principal identities as a param-
eter to the signature of the renaming function, thereby allowing for different
appearance for different principals. This will be an important next step towards
making our framework more general and increasing its expressiveness, especially
for application in communication protocols.

Towards Characterization. The properties of the epistemic relations in the IS
semantics for the CCSi process algebra derive from the signature and the prop-
erties of the renaming function. For example, if p(a) = a for all a, then the

equivalence classes of the & are trivial (all singletons). The one action with a
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special interpretation, the silent action 7, plays a special role. For this paper,
we have excluded 7 as member of Act, but allowed it to be in the range of p.
If p(a) = 7 for some a # 7, the renaming function enables modeling that some
agents do not notice anything happening, when a actually happens.

If we would have allowed 7 to be in Act (and thereby in the domain of p), for a
sensible interpretation of the intuition behind the renaming function, we should
probably fix p(7) = 7, although one could model the “illusion” that something
happens when it actually doesn’t, by allowing p(7) = a for some a # 7.

The three characterizing properties from [4] can be translated into our for-
malism as follows:

Synchronicity: if r,r’ € [p] and r(m) & +/(m’), then m = m’.

This property relates directly to a simple characteristic of the renaming func-
tion: we have synchronicity for process p with renaming p iff [p(a) # 7 for all
a # 7 for which (J)a € p with J # Zd]. If (J)7 were allowed to occur as action
with J # Zd, then the extra clause p(7) = 7 needs to hold.

Perfect Recall: For all r(m)~[d], v (m/)"[d] € [p]: r(m)"[d] < ' (m") " [d]
implies r(m) ~ r'(m’).

This property was proven to hold for the process algebra with identities in
[9). Tt holds for synchronous combinations of processes and renaming functions,
the proof of which we omit here for the ske of brevity.

Uniform No Miracles: if r(m) ~ r’(m') and there are " (m/),r"”'(m"") and
; ,

d,d" such that ' (m")~[d] & "' (m"")~[d'], then r(m)~[d] & ' (m/)"[d'].
The investigation of the conditions under which this property holds for the
ISs generated from processes and renaming functions is left for future work.

Discussion: Finite vs Infinite Runs. As we indicated before defining Interpreted
Systems for our processes in Definition [T an important difference with the stan-
dard account is the fact that we take runs to be finite sequences of global states
(corresponding to the finite behavior of our processes) rather than infinite se-
quences. For future work, we consider generalizing our process language by in-
cluding recursion, which would incorporate infinitely running processes. If we
then generate the corresponding ISs in the way we do in this paper, these would
contain both infinite and finite runs. This is still deviating from the standard
notion of IS.

In order to turn finite runs (corresponding to finite behavior) into infinite runs
could be to add an infinitely stuttering tail: after termination (or the inability to
proceed) at time M, generate an infinite tail with r(m) = r(m’) for all m,m’ >
M. However, in our current framework, this would make us lose the property of

synchronicity: for terminating processes then r(m) = r(m/) for all m # m/ > M.
In [I5] problems of synchronization in distributed systems are solved by assuming
hardware clocks within the processes. For us, implementing such assumption
however, would have to be done beyond our process language (remember we
take the agents, or principals, in Zd as different entities than the processes).
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6 Conclusions and Future Work

In this paper, we defined an interpreted systems semantics for a CCS-based
process algebra. The defined semantics can be adopted for any other process-
algebraic formalism as long as the visibility range and the public appearance
of each atomic action in the process algebra is defined (either by using a richer
syntax for atomic actions, or by providing this information as an addendum
to the process-algebraic specification). We formally compared the interpreted
systems semantics with the original operational semantics of the process algebra
and provided a few semantic properties of the generated models by imposing
restrictions on the public appearance function and the syntax of the process
description.

There are two immediate next steps. The first is to include infinite behavior
into the process language, but also to adapt the construction of ISs to generate
more standard ISs, i.e. consisting of infinite runs. The second is to develop an
epistemic temporal logical language to reason about the processes, by determin-
ing which set of propositions will be natural given the process language. Here it
is relevant to keep in mind the potential application area of security protocols
and the kind of properties relevant there.

We intend to extend this research and study the characteristics of interpreted
systems models generated by different process algebras. Furthermore, we would
like to mechanize our semantics in a tool in order to be able to verify epis-
temic properties of process-algebraic descriptions using the tools developed for
interpreted systems.

Acknowledgements. We are grateful to the anonymous reviewers for their
useful comments, suggestions, and pointers for future work.
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Abstract. In this paper we consider the problem of representing and
reasoning about systems, especially probabilistic systems, with hidden
state. We consider transition systems where the state is not completely
visible to an outside observer. Instead, there are observables that partly
identify the state. We show that one can interchange the notions of state
and observation and obtain what we call a dual system. In the case of
deterministic systems, the double dual gives a minimal representation of
the behaviour of the original system. We extend these ideas to proba-
bilistic transition systems and to partially observable Markov decision
processes (POMDPs).

1 Introduction

Learning and planning under uncertainty is a crucial focus of modern Al re-
search. In the Al literature there is much discussion of the role of “state” and
there is a point of view that asserts that “a canonical notion of state does not
exist.” According to this view, state is merely a sufficient statistic for predicting
the future. This view has found its most articulate and developed exposition
in what is called the “predictive representation of state” or PSRs |18, 124]. The
present paper arose from an attempt to understand PSRs from a foundational
point of view as well as to understand certain well-known learning algorithms [33]
that seem implicitly to use some ideas from duality.

The main point of the present paper is the presence of a duality between state
and observation which seems to lie at the heart of the PSR representation. The
use of the word “duality” of course evokes connections with the duality between
logic and transition systems and of the many dualities known in mathematics:
Stone duality and its many variants and extensions, Priestley duality, Gelfand
duality and general concrete dualities in category theory; see, for example, the
excellent monograph of Johnstone |19] for a general categorical discussion. Dual-
ity has been very important in systems theory and expresses a relation between
observability and controllability [21].

Much of the work in AI planning and learning under uncertainty is based on
the framework of Partially Observable Markov Decision Processes (POMDPs)
[20]. In this framework, problems are modeled using discrete states and actions.

G. Bezhanishvili et al.(Eds.): ThiLLC 2011, LNCS 7758, pp. 206-Z30] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Actions cause stochastic transitions between states. At each time step, a stochas-
tic observation is also generated, based on the current state and the previous
action. Much work has been devoted to planning in POMDPs when a model
of the system (in terms of the stochastic transitions between states and the
probability distributions over observations) is known. Unfortunately, learning
POMDPs from data is a very difficult problem. One standard algorithmic solu-
tion is expectation maximization (EM) [11], but for POMDPs this approach is
plagued by local minima (more so than for other probabilistic models) and works
poorly in practice unless a good initial model of the system is used. History-based
methods [25] often work better in practice, but are less general. A lot of recent
research has been devoted to finding alternative representations for such sys-
tems, e.g., diversity-based representation [33], predictive state representations
(PSRs) [24] and TD-networks [37]. These approaches aim to combine the gener-
ality of POMDPs with the ease of learning of history-based methods. The key
idea underlying all of these approaches is that the state of the system is not
considered as predefined; instead, it is viewed as a sufficient statistic for mak-
ing (probabilistic) predictions about future trajectories. However, the models
themselves are different and their relationships are only partially understood at
the moment. It is our hope that the theory of the present paper will serve as
a foundation for these different models and bring into focus the commonalities
and differences.

In this paper, we develop a duality theory for POMDPs, which unifies much of
the existing work on predictive representations. We show how, for any POMDP,
one can develop two alternative representations: a dual machine and a double-
dual machine. The key idea in the development is that of making measurements
on the system, which we call experiments. Experiments are sequences of actions
interspersed with observations. They generalize previous notions of tests from
the literature on predictive state representations. Both of the alternative repre-
sentations that we present allow an accurate prediction of the probability of any
experiment. The double-dual representation is of particular interest, because it
has a deterministic transition structure, and no hidden state. Instead, its states
can be thought of as “bundles” of predictions for experiments. As such, this rep-
resentation holds the promise of much better planning and learning algorithms
than those currently available. Our work also generalizes similar representations
from automata theory |10] and is closely related to the update graph from [33].
We show how existing predictive representations can be viewed from the per-
spective of this framework. We also discuss the implications of these alternative
representations for learning algorithms, approximate planning algorithms as well
as working with continuous observations. A preliminary version of these ideas
has appeared in [17].

The main technical result of the present paper is that when one constructs
the double dual one obtains a minimal behaviourally equivalent version of the
original system. Of course, as written this cannot be quite right! One should
get an isomorphic object when one goes back and forth across a dual situation.
Nevertheless, this is what happened with the construction that we present in
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this paper. This shows that what we have cannot be a pure Stone-type duality.
It took a long time to fit these results into a coherent categorical picture. Of
course, in the probabilistic setting the systems are infinite so “minimal” does
not mean fewest states but is best expressed as a couniversal property; we will
come back to this point in the conclusions.

The categorical version of the results of the present paper are being written
up in a separate paper by the first author and Nick Bezhanishvili and Clemens
Kupke. In that work the authors deal with weighted automata as well. The main
idea there is that there is a duality between the transition system and an appro-
priate algebra with additional operators. Thus, for ordinary automata, one has
a duality between the automata and boolean algebras equipped with “modal”
operators while for the probabilistic case one has C*-algebras equipped with
additional operators. It turns out that the problem of minimizing a transition
system can be seen in the dual category as the problem of finding a 0-generated
subalgebra. Thus going to the dual, finding the 0-generated subalgebra and re-
turning via the duality automatically minimizes the transition system.

2 Background

In this section we review the definitions of the various kinds of transition systems
that we work with in this paper. The type of system most used in applications to
planning under uncertainty and learning are partially observable Markov decision
processes (POMDPs). There are, however, a number of simpler situations where
the duality phenomenon also occurs and we will discuss duality for these systems
before going on to POMDPs [20)].

The crucial ingredient is the interplay between the dynamics, i.e. the state-
to-state transitions, and the observations. In automata theory, the concept of
partially observable system is often not made explicit in the definitions. In sys-
tems theory [21], and in artificial intelligence, one typically has observations that
only partially reveal the state. One, thus, has to reason about behavioural equiv-
alences between systems; bisimulation |26, 29, [30] is the most common of these
equivalence. In process algebra one has a similar situation: one does not see the
state, only whether actions are “accepted” or “rejected” in a given state. These
approaches have equivalent modelling power and concepts like bisimulation can
be defined in both settings. In this paper we will always assume that all actions
are possible in every state and the behavioural equivalences will take the obser-
vations into account. The usual example from process algebra |26, 27] showing
the difference between trace equivalence and bisimulation can be mimicked in
this setting.

The observations that we use are to be thought of as Boolean valued. Intu-
itively, one thinks of a black box with a number of buttons (the actions) and a
number of lights (the observations). One can press any button and induce some

! Though [29] is often cited for bisimulation it is only mentioned there in passing and
Park never wrote a paper on bisimulation; the slides [30] are the closest thing to a
proper citation for Park’s contribution.



The Duality of State and Observation in Probabilistic Transition Systems 209

kind of internal state transition - which will be invisible - but some of the lights
may light up. In the most general case the observations depend on the action and
the target state or source state of each transition. In the Al literature it is more
usual to consider the observation as depending on the target (posterior) state
and we will do that here when we discuss POMDPs. We discuss everything in the
context of discrete state spaces so we avoid all measure-theoretic complications
and we can work with state-to-state transition probabilities.

Of course, this is a first step. Eventually we will be interested in the case
where the observables are real-valued — as in the case of rewards — or indeed vec-
tors of real-values. We will also be interested in the case where the state space
is continuous. In that case we will be concerned with developing a good ap-
proximation theory so that one can have tractable representations of continuous
systems.

2.1 Kripke Automata

We begin with ordinary automata enriched with a notion of observations asso-
ciated with each state; the observations are deterministic.

Definition 1. A deterministic Kripke automaton (DKA) is a quintuple
K=(S,4,0,6: SxA—8~:85—2°).

S is a set of states, A is a set of actions, O is a set of observations, 0 is a
transition function and vy is an observation function associated with the states.

The idea here is that there are a number of observations that will be made in
a given state; in terms of our previous imagery, for each state there is a set
of lights that are turned on in each state. If we call the observations “propo-
sitions” instead, this is essentially the definition of Kripke structure [12] used
in model checking, except that there are labels on transitions as well, and we
have made the transitions deterministic. The automata studied in undergradu-
ate courses [16, 23, 135] are special cases where there is a single observation called
“accept.”

Note that the observations are associated with the states, like in a Moore
machine. Given a state there is a set of observations that are always made in
that state. One can view ~ as a relation; we will switch between ~ as defined
above and 4 C S x O where §(s,w) < w € v(s). We will usually not even bother
to write 4 and just use  for whatever version is most apt to the situation at
hand.

One can take the view that with a state there is always a single observation:
the complete description of which lights are on. The picture given above can be
encoded in this view by taking the set of observations to be 2€. Furthermore,
the latter view is a special case of our definition: we are just restricting v to be
a function.

While these two views are the same in the non-probabilistic case, they differ
sharply in the probabilistic case. If we were just to give a probability for a given
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observation in a state, we could not express correlations between observations.
Thus, when we come to the probabilistic case, we will insist that v determines
a distribution over all possible observations. Of course these observations could
be “structured” in some way and we could analyze aspects of this structure. We
are planning to explore these ideas in future work.

2.2 Probabilistic Systems

In systems theory, one often considers systems where the transitions and the
observations are probabilistic. This gives a probabilistic version of Kripke au-
tomata; the interpretation of v is, as we explained in the paragraph above,
generalized to a distribution over the observations for each state.

Definition 2. A partially observable probabilistic automaton (POPA) is
a quintuple

H=(SA40,7:SxAxS—][0,1,7:5 x 0 —[0,1])

where 7(s,a,-) defines a probability distribution on possible target states and
~v(s,w) is the probability of observing w in state s. We will often write 74(s, ")
for 7(s,a,-). We write 7,(s, X'), where X C S, for o x Ta(s,1).

In each state we can observe possibly several (or no) observations. The number
~(s,w) is the probability that one sees w, as opposed to not seeing it, given that
one is in the state s. The function w — v(s,w) is not necessarily a probability
distribution on O. It defines a probability distribution on 2°. Some of our con-
structions on partially observable probabilistic automata will yield deterministic
variants. The interesting case is where the transitions are deterministic, but the
observations are still probabilistic.

Definition 3. A deterministic automaton with stochastic observations
(DASO) is a quintuple

J=(5A40,6: SxA—S~v:5x0 —][0,1])
where y(s,w) is the probability of observing w in state s.

Here the transitions are deterministic, hence, given by a function, but the states
can only be partially known through the observations, which are stochastic.

In POMDPs the observations are associated with the transitions rather than
with the states.

Definition 4. A Partially Observable Markov Decision Process
(POMDP) is a quintuple

M=(SA,0,P:SxAxS—[0,1],7: Ax S x 0O —10,1])

where, as before, S is a set of states, A is a set of actions, O is a set of ob-
servations, P is the transition probability function and ~y gives the observation
probabilities. For each s € S and a € A, the function w — 7(a, s,w) is a distri-
bution on O.
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Note that here we are requiring that v defines a distribution. This is done to
match the definition used in the extant literature for POMDPs. However, when
we construct duals and double duals this will no longer be the case. The num-
ber v(a, s,w) is the probability that one sees the observation w, given that the
system takes the action a and given that one ends up in s after the transi-
tion is completdg. According to our definition, transitions are triggered by the
actions in A; there is no attempt to model probability distributions over the
actions. They are intended to be actions chosen by an adversary or scheduler
(the verification viewpoint) or actions chosen by a policy external to the sys-
tem definition (the planning viewpoint). The triple (5,4, P) forms a labelled
Markov process [14] (LMP). If we had a reward as well, it would be a Markov
decision process (MDP) [32]. The fact that the state is only partially observable
is captured by the fact that O is different from S and there is no given bijection
between S and O.

3 Duality for Kripke Automata

We begin with a simple example which is instructive and gives a foretaste of the
rest of the paper. We work with deterministic Kripke automata, i.e. ordinary
automata enhanced with a notion of observation, and establish a very pleasing
duality between state and observation. The situation is rather special, in that the
duality relation is very tight: the stochastic case does not have all the features
of the present case. The results of the present section are a slight generalization
of a technique known to Brzozowski |L0] in 1962. We defer a comparison to
Brzozowski’s work to the end of this section.

We recall the definitions. Let K = (5,.4,0,4d,7) be a deterministic Kripke
automaton. Here S is the set of states, A an alphabet of input symbols, O is
a set of primitive observations, § is the transition function § : S x A — S and
v : 8 — 29 is a labelling function. One can as well think of the elements of
O as propositions capturing basic properties of the states or as observations —
boolean-valued in this case — that one can make of the states. One can equally
well think of 7 as having the type S x O — {T, F'}. We will emphasize the notion
of observation and testing rather than the equivalent notion of proposition and
modal formula.

Thinking of the elements of O as basic observations, we can use them to define
a family of tests. We define a test ¢ according to the following grammar:

ti==wecO]|(a)-t

where a € A.

We say that a state s satisfies or passes w, written s = w, if w € 7(s) or,
equivalently, v(s,w) = T. We say s = (a) - t if §(s,a) |E t. We define [t]x =
{s € S|s [ t}. Clearly this is exactly the same as defining the tests as modal
formulas and defining satisfaction as above.

2 It would be more natural, perhaps, to make this depend on the source state; we are
following the convention used by Al researchers [20)].



212 M. Dinculescu et al.

We define an equivalence relation ~x between tests as t1 ~x t2 if [t1]c =
[t2]ic. Note that this allows us to identify an equivalence class for ¢ with the set
of states [t]x that satisfy ¢. Note that another way of defining this equivalence
relation is

t~t :=VseSskEt < sEt.
We also define an equivalence = between states in K as s; = so if for all tests ¢
on K, s1 Et <= s = t. The equivalence relations ~ and = are clearly closely
related: they are the hinge of the duality between states and observations.

We say that K is reduced if it has no =-equivalent states. Since there is
more than just one observation, in general the relation = is finer than the usual
equivalence of automata theory.

Finally, we say that two DKAs K = (5,4,0,46,7) and K' = (S", A", 0,8 ,~")
are isomorphic if A = A', O = O, and there exists a bijection ¢ : S —
S’ such that, for all s € S, v(s) = +v/'(¢(s)) and for all a € A ¢(d(s,a)) =
5'(6(s), a).

We define the dual construction as follows.

Definition 5. Let K be a Kripke automaton K = (S, A,0,6,7). Let T be the
set of ~ic-equivalence classes of tests on K. We define K' = (5", A, 0,8 ,7") as
follows:

- 8" =T =A[t]x}

-0=S

— 0" ([tle, @) = [(a) - tlk, Y[tlx € S’,a € A

= V[tle € 5"+ ([tlc) = [t or v'([t]x s) = (s = 1)
The somewhat strange-looking definition of 4’ is to be understood as follows. In
the machine K’ the observations one can make of the state [t] are those states
of IC (which are the observations of X') that satisfy the test ¢; this set is exactly
[t]. We have interchanged the states and the observations; more precisely we
have interchanged equivalence classes of tests - based on the observations - with
the states. We have made the states of the old machine the observations of the
dual machine. To see the remarkable effect of this interchange we consider the
double dual. We will see that the double dual is the minimal automaton with
the same behaviour.

Now consider K" = (K')’, the dual of the dual. Its states are equivalence
classes of K'-tests. Each such class is identified with a set [t']x of K'-states by
which tests in that class are satisfied, and each K’-state is an equivalence class
of K-tests. Thus we can look at states in K as collections of K-test equivalence
classes. It is with this perception in mind that we construct the Sat function. To
avoid confusion, we will write § for a state s € S when viewed as an observation

of K'.

Definition 6. Let K" be the double dual of K. For any state s € S of K we
define Sat(s) = {[t]xl|s E t}.

The next lemma shows that these sets are always states of the double dual. The

following notation will be useful. A state s of I is an observation of K'; recall
that § is s viewed as an observation of K'.
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Lemma 7. Let s € S be any state in the original automaton K. Then Sat(s) is
a state in K.

Proof. The observations in K’ are the states in K, i.e. elements of S. Recall
that § € O’ is the observation associated with s. Then [§]x is a state in K",
and

[51c = {[t)xlltlc = 83 = {[tlxls € [t]c} = {[tlkls &= t} = Sat(s).

In fact all the states of the double dual have this form.

Lemma 8. Let s” = [tJxr € S” be any state in K. Then s” = Sat(s;) for some
state s; € S.

Proof. The proof is by induction on the length of ¢. The base case is settled by
Lemma [7]

Now suppose t = (a) - t' for some ¢'. Then, by the inductive hypothesis, there
is some sy such that [t']xr = Sat(sy). Let s, = d(sy,a). Then

[t = {lrlcllrlc &t} = {lrlcllrlc & (@) -t} = {[r]cl'([r]x. a) = '}
= {[rlcll(a) - rlc '} = {Irlkll(a) - 7]k € [t']x'}
= {[rlkll(a) - rlk € Sat(sv)} = {Irlxls; k= (a) - 7}
={lrlclé(se,a) = r} = {[rlcls: = r} = Sat(se).
We have used the induction hypothesis in the first equality of the penultimate
line.

Now an immediate consequence of the definitions is:
Observation 9. s = s if and only if Sat(s) = Sat(s’).

Now from Lemmas [l and [§ and the observation we have the following corollary.

Corollary 10. If K is reduced then Sat is a bijection from S to S”.

Proof. Lemma [ shows that Sat : S — S”. The fact that K is reduced means
that s1 # so = Sat(s1) # Sat(s2), which by Observation [ implies that Sat
is injective. Lemma [8 shows that Sat is surjective. Thus Sat is a bijection from
S to S”.

The statement of the corollary can be strengthened to show that we actually
have an isomorphism of DKAs between K and K. We know that the action
set A is the same for both K and K", but the observation set O is not equal
to the observation set O”. However, we can transform K” by just restricting
to the original observations in the following way: recall that an observation in
K" is a state in K’, which is an equivalence class of tests in K. We let O be
the observations for K" and we define a new observation function ~/. for K"
as
Vs" € 8" weNi(s") = [w]k €N"(s").

Now we can define K7}..
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Definition 11. K7 = (5", A, O, " %), with ~Y defined as above.
This allows us to establish the required isomorphism.
Theorem 12. Suppose K is reduced. Then K is isomorphic to K.

Proof. We see that A and O are the same in both K and K/.. We use Sat as
our bijection from S to S”. It remains only to verify the properties of Sat. First,
the observations: for all s € S and all w € O the following holds:

weY(s) <= skFw
— [w]k € Sat(s)
— [k €~ (Sat(s))
< w € 7 (Sat(s)).

We now check the transitions. For any s € S and any a € A, let ¢t be such that
Sat(s) = [t]x. Then

8" (Sat(s),a) = 6" ([t]xr,a)
= [(a) - t]xr
=A{[rlcllrlx E (a) - t}
={[rlcll(a) -]k =t}
={[rlcll(a) - rlx € [t]x}
={[rlxll(a) - r]x € Sat(s)}
={[rlcls = (a) -7}
={[rlxlé(s,a) Er}
= Sat(6(s,a)).

Thus Sat establishes an isomorphism between K and /..

Thus the double dual construction produces a machine which is - in a very strong
sense - the “minimal version” of the original machine. What we mean by minimal
is that no further reduction or collapsing of states is possible. We will expand
on this in the conclusions.

In the stochastic case we will not get such a tight correspondence but this
gives a preview of what will happen there. In fact analogous results work for the
nondeterministic case; in this case the double dual is the minimized version of
the equivalent deterministic machine.

An FEztended Example. We will explain the concept of duality on a concrete
example, using the finite automaton below, where S = {s1,...,s6}, A ={0,1}
and O = {G,R,Y}.
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In the above machine 010Y, R, and 110R are examples of tests. Suppose that
we start with state s; in our example. If we follow the sequence of actions 0010,
we end up in state s3, which gives an observation of Y. Thus, we can say that
s1 = 0010Y. It is easy to see that s4 = 01R, s = 011G and sg = 1100Y.

Consider the test 0G in the above example. We notice that only s; and sy
satisfy it. In order to find other tests equivalent to it, we should look at tests that
only s1 and s4, and no other states, satisfy. Other such tests are G, 00G, 000G . . .
etc. Thus, we can say that [G] = [0G] = [00G]. ... Similarly, we find that only
the states sy and s5 satisfy the equivalent tests [R] = [11R] = [101R]..., and
the states s3 and s¢ satisfy [Y] = [1Y] = [100Y].. ..

As we have said before, an equivalence class of tests is identified by the set of
states that satisfy these tests. Then, in our example, the equivalence classes of
tests are: t1 = {s1, 84}, toa = {s2, 5} and t3 = {s3, s6}-

We use the usual labelled transition notion: s; — sy when a transition on
action a has source s; and target s. Notice that not only s; o s1, and sy A S1,
but s1 N S9, and Sy N so as well. Furthermore, these states have the same
observations. This means that s; and s4 have the same behaviour, and thus any
test satisfied by one must also be satisfied by the other. Thus, s; = s4. Following
the same reasoning, we can say that so = s5 and s3 = sg-

We now construct the dual machine of our example described above. Recall
that K = (S, A, O, d,7). The dual of K is K’ = (5', A4, 0',d',~") where:

S'=T ={[1))

0 =5
5([t] a) = [at]
V([t], ) = [

The states of the new machine are the equivalence classes of the original machine,
and the new transition function is defined to work with them; the observations
are the states of the original machine. What observations do we see? Since the
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new states of the dual machine are the equivalence classes [t] of the old one, then
the observations that we see should be the states that satisfy ¢; this is just what
is given by the new observation function ~'.

We now construct the dual machine. In the original machine, we had de-
termined that we have 3 equivalence classes: [t1], [t2] and [ts]. Thus, the new
machine has those three states. In addition, the observations are the states of
the original machine that satisfy each of the equivalence classes, so transition
arrows aside, the dual looks like:

We now add the transition arrows to the dual.
6([t1],0) = [0t4]

We know that [¢t;] = [G], therefore [0¢;] = [0G]. To find out what equivalence
class this test belongs to, we have to go through the test backwards. In order
to see an observation of G, we have to be in either state s; or s4. The action
that produced the Y observation was 0, so consider what happens if we take a

0 action backwards from sq: sq & S§1 Or S1 & s4. Note that there is no state s
such that sy s, Thus, whatever equivalence class contains [0G] is identified by

the states {s1, s4}. This is just ¢; itself, so we have a 0 transition arrow from [¢;]
to itself. Computing the transition arrows in this way we get the dual machine

below.
(Ol &0

1 0

In this special case, the underlying transition graph of the double dual will
be isomorphic to the transition graph of the dual but that is just an artefact of
this example.

Brzozowski’s Algorithm for Minimization. Brzozowski [10] discovered the fol-
lowing intriguing algorithm for minimizing finite state automata viewed as ac-
ceptors. Take the transitions and reverse the arrows. In addition interchange the
accepting and non-accepting states; the resulting machine is not deterministic,
of course. Determinize this machine in the usual way then reverse the result, flip
the accepting states and the non accepting states again and determinize again.
Remarkably, this gives the minimal deterministic automaton. The reverse oper-
ation is exactly our duality construction for the special case of one observation.
Brzozowski does not present the duality construction using the logic that we
have made explicit, but it is clearly there implicitly. Our presentation is essen-
tial for the generalization to the stochastic case. Of course this algorithm can
blow up exponentially in the intermediate stage (the construction of the dual).
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Despite this it appears to be useful in practice. We should point out that reach-
ability plays a key role in Brzozowski’s algorithm so the correspondence is not
perfect. A recent paper [8] gives the precise categorical treatment of Brzozowski’s
algorithm.

4 A Simple Duality for Partially Observable Probabilistic
Automata

In this section we work with partially observable probabilistic automata which
is a prelude to the treatment of partially observable Markov decision processes
(POMDPs). We will develop a duality with deterministic automata with stochas-
tic observations (DASOs) using the probabilistic analogues of the simple formu-
las of the last two sections. In the AT literature these are called “e-tests” [24],
where the e signifies that there is a single observation made at the end of a
sequence of actions. With these e-tests one does get a pleasant duality theory,
but the dual automaton loses much of the information of the original automa-
ton. Nevertheless, this simple duality does capture many aspects of the original
behaviour.

We recall the definition of a partially observable probabilistic automaton as
H = (S,X,0,7,7), where 7 : S x ¥ x S — [0,1] is the transition function
and v : § x O — [0,1] is the observation probability function. In our setup
the observations are taken from a discrete set. It is not hard to develop the
theory with observations taking on, for example, real values, but we will not do
that in the present paper because that would involve us in measure-theoretic
considerations.

We can define a dual using the same inductive definition for tests as in the
deterministic case, but with a probabilistic semantics where a state satisfies a
test with a given probability. Thus, the meaning of tests [t] should be considered
as functions assigning probabilities to states. We will use s to stand for a typical
state and w for a typical observation. The definitions are:

[wl(s) = ~v(s,w)
[(a) - thu(s) = > (s,a. ) [tha(s))

s’
We can define an equivalence relation on these tests by ¢; ~ t5 if and only if
[t1] = [t2]: thus, the equivalence class of t is completely determined by [t]. We
will just use [[t] rather than the equivalence class [t].
We define the dual H' = (S', X, 0, 7/,+) as follows:

— 8" ={[t]ult € F}, where F is the collection of formulas.

-0=S

= ¥ ([l s) = [thu(s)

— 7([t]3, a, [(a) - t]x) = 1 (0 otherwise)
Note that the transition function is now completely deterministic: it can be
written in the much more perspicuous form 7([t],a) = [(a)-t]. Thus, the duality
construction has made the system deterministic.
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We can now consider the double dual, which has H’-equivalence classes of
formulas as states. Since the observations of H’ are the states in H, a basic test
on H' would look like [§]«/ for some s € S, where, as before, we are writing § for
the state s regarded as an observation of the dual system. We find that

Y ([8]30r, [wln) = [8]2 (Iwla) = ' ([w]#, 8) = [w]w(s) = v(s,w).

Tests interpreted on the double dual, applied to states of the double dual that are
of the form [§] for some state s of the primal machine, define the same functions
as they do on when interpreted on the original:

laraz - - - axw]ar ([8]3r) = [w]aer (8" (8137, araz - - - ay))
= [w] ([ak - - - aza18]3)
=7"(lak - aza18]3, [w]n)
= [ak - - - aza1 8] 1 (Jw]%)
= [8]3 (8" ([w]pes ar - - - azan))
= ’y’([alag o apw]a, 8)
= [a1az - - arw]z(s).

What we have here is a duality between probabilistic Kripke automata and
deterministic automata with probabilistic observations. Once again the duality
is mediated by the notion of satisfaction between states and tests and the entire
duality theory can be seen as transposing the satisfaction relation.

The formulas that we have considered are very special: observations are made
only at the end of a sequence of actions. One can consider tests to be formulas
and ask what the effect of adding other logical connectives would be. We will,
however, take the view that we are working with “tests” that the system may
or may not pass. With this viewpoint it is more natural to consider generaliza-
tions that are different from what one would consider by adding more logical
connectives to a logic.

As a prelude to the next section, consider what happens with a more general
kind of test called an “s-test” |24] in the AT literature. The new feature is that one
can make observations after every action. Note, however, that with these more
general kinds of tests one does not induce the same functions on the original and
double dual. This is because in the double dual the transitions are deterministic
so the observations provide no additional information about the state, given the
action. A more precise semantics would capture conditional probabilities of a
given new state conditioned on the observations made.

5 State Based Duality for POMDPs

In order to obtain a duality theory without a loss of information one needs a
more refined notion of experiments, or, equivalently, a richer notion of formulas.
The class of s-tests introduced at the end of the last section is not quite the right
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concept: it does capture all the system dynamics but, it is an ad-hoc class of
tests without a nice algebraic structure. We will work with a larger class of tests
in which a series of actions can be alternated with an observation. This allows
the concatenation of actions with tests, which is essential for duality.

Definition 13. We define a POMDP as
M= (5A4,0,04c4:5 xS —1[0,1],7aca: S x O —[0,1]).

We use the word “tests” almost as before (“e-tests”); we use the word “experi-
ments” in this section for sequences of tests. The formal definitions are as follows.

Definition 14. A test t is a non-empty sequence of actions followed by an
observation, i.e. t = ay---ay,w, with n > 1.

Definition 15. An experiment is a non-empty sequence of tests e =ty -ty
with m > 1.

Note that these definitions force one to make an action in order to observe
anything. This is a consequence of the way observations are defined; they are
associated with actions so we cannot just make an observation in a state. Unlike
with POPAs, observations are associated with the action and the target state
so it makes no sense to regard a simple observation as a test.

In order to proceed with the construction of the dual to a POMDP we extend
the definition of the transition function to work on sequences of actions.

Definition 16. Given a POMDP as in Def. [I3 we define a transition function
b, where o is a sequence of actions, inductively:

0c(8, ) = 1y Vs,z € S
baa(s, ) = Zda(say)éa(yax) Vs, x € S.
yes

We have written 1,—, for the indicator function viewed as a Kronecker distribu-
tion; i.e. 14—, is 0 unless s = x in which case it is 1.

In order to define the meaning of a state satisfying a test, or an experiment,
we need to introduce a ternary symbol, because a test will contain at least
one action and thus will cause a transition to a new state. We will define the
satisfaction relation between states and tests as a ternary symbol (s|t|g) which
gives the probability that the system starts in s, is subjected to the test ¢ and
ends up in the state q.

Definition 17. We define (s|t|q) by induction on t: (s|law|q) = d4($, q) - Va(q,w)
and (s|laawl|q) =", da(s,r)(rlaw|q).
We use the same notation for an experiment e: (sle|g) is the probability of the

system starting in state s, being subject to the experiment e and ending up in
the state q.
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It is worth clarifying exactly what it means to say that “a system is subjected
to an experiment.” If we have an experiment

(1) (2)

_ (1) (2) (m) (1)
€=0ay ... Ay WI1G7 Gy W Ay Oy Wiy

F T Mm
then the system is subjected to the sequence of actions

agl) e aglll)a?) a® o a™ e

no 1 Nom,
The number (s|e|x) is the probability that we see the observations wiws . ..wmn,
at the appropriate points of the action sequence.

Definition 18. Given an experiment e the probability (s|e|q) is given by the
following inductive formula: for a basic experiment e =t the formula is given by
Def.[T7, for an experiment of the form te we define

(sltela) =D (s[tlr)(rlela).

T

These ternary relations are the fundamental quantities that one can use to carry
out the duality constructions. One can define the notion of a state s satisfying
test ¢ or experiment e by just summing over the target states. We use the same
angle-bracket notation for this.

Definition 19. We define (s|t) to be the probability that a state s satisfies a
test t. It is given by the following formula:

(slt) = (sltl).

q

Similarly (s|e) is the probability that s satisfies an experiment e:

(sle) =D {slela).

q

Now we construct the dual and show how to come back. The dual is not a
POMDP but a deterministic transition system with stochastic observations.

We proceed as usual by defining an equivalence, this time on experiments;
exactly the same definition can be used on tests of course: tests are just simple
experiments.

Definition 20. For experiments e1,e2, we say e1 ~aq ez if and only if (s|e1) =
(s|e2) for all s € S. Then [e]m is the ~paq-equivalence class of e.

The construction of the dual proceeds as before, by making equivalence classes
of experiments the states of the dual machine; the states of the primal machine
become the observations of the dual machine.
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Definition 21. We define the dual as
M = (8 A08: 5 xA—= 89 :5x0 —10,1])

where

As noted before this is a deterministic transition system with stochastic obser-
vations.

To get the double-dual we have to use the appropriate construction in the
space of the dual machines, i.e. in the space of deterministic transition systems
with stochastic observations. This is precisely the simple construction of the last
section. Thus, we consider only single-test experiments on the dual (i.e. e-tests),
but we allow the action sequences to be empty. Then for a given test 7 = as of
the dual machind], where a is a sequence of actions, we have ([t]y(|7) = (s|at),
where o indicates o with the action order reversed. Equivalence is defined
analogously: 71 ~ap 72 if and only if (z|aft) = (y|adt) for all tests ¢; where
71 = a1x and T = Qay.

We now define the double dual as follows.

Definition 22. Given a POMDP M and its dual M’ we construct the double
dual M" = (S", A, 0" 8" ,4"), which is of the same type as the dual and has
the same actions, as follows:

S" =A{[rIm}
O// — S/
8" ([T]mr a0) = [aoT]m
V' ([Tl lelm) = ([e]mlT) = (s|a’e) (1 = as)

We now show that everything is well-defined for the transition functions, which
follows more or less immediately from the definitions for observation functions.
Note that the ternary symbol is not needed in the actual definition of the dual
but it is necessary for the proof that the transition function is well-defined.
Essentially the transitions in the dual are given by e goes under an a-action
to ae; for this to make sense we need to show that it does not matter which
representative of the equivalence class of e is chosen. This is what the next
lemma shows.

Lemma 23. Ife; ~aq e then age; ~aq ages.

3 We will use the Greek letter 7 for tests of the dual machine.
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Proof. e ~aq ea,50 (sler) = (s|ea) foralls € S.Fori=1,21let e; = tgi) -~-t£,?i

and £ = a®Dw® = {7 ... 4w Then for any state s,

(slaoer) = > (slaoti” y) (ylts - t(}) o)

z,y€eS
= Y Bagan (597,00 (4, 0O (gt - 1))
T, YyeS
= Y Baals,2)00 (Y0 (M)l -0 [2)
z,y,z€S
1 1
=3 ban(s.2) 3 (V) lts” -t |z)
z€S z,yeS
= Gap(s,2)(zler) =Y dao (s, 2)(2lea) = (slages).
z€S zeS

Similarly, for the double dual we have the following lemma.
Lemma 24. If 11 ~ap T2 then agTy ~ar agT2 for any action ag.

Proof. Let 71 = ajz and 72 = agy and assume that 71~ T2, so (z]alle) =
(y|adie) for all experiments e. Then for any experiment e,

(z/(a0ar)e) = (zlafane) = (z]af(age)) = (ylaz(age)).

Now that we know that these constructions are well defined the duality is cap-
tured by the following theorem.

Theorem 25. The probability of a state s in the primal satisfying an experiment
e, i.e. (sle), is given by ([s|m/|[e]m) = 7 ([s|mr|[e]m), where [s|apr indicates the
equivalence class of the e-test on the dual which has s as an observation and an
empty sequence of actions.

Proof. Note that [s]ap is an equivalence class of states of tests of the dual,
hence a state of the double dual. Recall that the dual is a DASO so we are
using the simple duality here. Note further that [e], is an equivalence class of
experiments on the primal, which is a state of the dual and hence an observation
of the double dual. So, by definition of the angle bracket notation this is just
¥ ([s]mr|[e]m)- By the definition of the double dual construction we have

V' ([Tl llelm) = (slate),

where 7 = as. In our case « is the empty sequence and 7 is just s so we get
V' (Is]avl[elm) = (sle).
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S1 S2

S3 S4

Fig. 1. The navigation domain

Thus, the results of all experiments on the primal can be read off the double
dual.

We present two examples illustrating the constructions of this section. The
first is taken from [17]. It describes a simple navigation domain as shown in
Fig. M

The squares represent places where a robot could be. The heavy lines represent
walls that cannot be crossed; the walls are painted blue. The robot can take the
following actions: N,S,E and W. If it is already at the left end, say in square Sy,
and attempts to move west (left) it will just stay where it is. It can also make
a observation of the colour of its immediate surroundings. If it is in either of
the squares S7 or Ss3 it will see blue with probability 1; in the squares Sy and
Sy it will see red or blue each with probability 0.5; the red reading represents a
curtain that it could see on the right corresponding to the lightly marked lines
on the extreme right edge of the picture. This is an example with deterministic
moves but noisy readings. The observations are state based in this case, but we
will present it in the POMDP framework.

The system may be represented by the automaton shown in Fig.

o
( RO
e

Fig. 2. The navigation domain as a transition system

We can calculate a part of the dual as shown in Fig. Bl The whole dual is
of course infinite and one cannot write it down explicitly. Here the states are
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vy 5 v (s2) = +'(s4) = 0.5
7’(8); 0 v (s1) = ’Y}\/(SS) = 7' (s1) ZA’Y/(53) =1

N,S,B,W C N,S C N,S C [1@
<

w E E w
an () Q e
! l/ / \l
7'(s) =05 7'(s) =

Fig. 3. Part of the dual of the navigation domain

labelled by (equivalence classes of) experiments on the original system, but the
transitions are labelled by the same actions as in the primal. The old states are
now the observations of the dual. We write y(s) = 0 as short for v(s;) = 0 for
i=1,2,3,4.

The double dual, shown in Fig. @, will of course collapse it to a minimal
representation. Since the navigation domain is up-down symmetric the collapsed
version will just have two states as shown below. This version will completely
predict all possible experimental outcomes of the original system.

4 \
V'(INR]) =0 7'(INR]) = 0.5
Y'(INB]) =1 7'([NB]) = 0.5
v"(IER]) = 0.5 ~"(IER]) = 0.5
Y (WB]) =1 Y (WB]) =1
Y (IWR]) =0 V' (WR]) =0

Fig. 4. The double dual of the navigation domain

Our second example shows a situation where the observations depend on the
action as well as the target state. This can also be viewed as a four-square
navigation domain. There are two observations 0; and o0s: exactly one of these
observations will be made as a transition is taken so we need only specify the
probability of one of them. The actions are N,S, E, W which stand for north,
south, east and west respectively. This is also a very symmetric domain with top
down symmetry.
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The primal is shown in Fig. Bl

N:P(01)=0.2 N:P(01)=0.2

W:P(01)=0.5 EP =0T S. E:P(01)=0.3
:P(01)=0. W:P(o1) =05 2 :P(01)=0.
AN

S:P(01)=0.6 N:P(01)=0.2

S:P(01)=0.6 N:P(01)=0.2

\ 3\
W:P(01)=0.7 S. EP =0T S. E:P(01)=0.4
:P(01)=0. 3 W 4 :P(01)=0.

S:P(01)=0.6 S:P(01)=0.6

Fig.5. A POMDP with action dependent observations

The dual is infinite, of course; in Fig. [6]l we show a fragment of the dual. We
have shown all the states corresponding to tests, i.e. experiments with a single
observation and we have suppressed the observations of the dual.

In the table shown in Fig. [l we display some of the values of ~" for two-
observation experiments and all of the values for tests. The first line says: given
that that the dual system is in state [NO;] the observation function for all the
s; is the same and has the value 0.2. Note that, in fact, that for any sequence
of N actions followed by O; these numbers are the same so all tests of the form
N*0; are equivalent.

The double dual, shown in Fig. 8 has two states.

6 Related Work

Rivest and Schapire [33] present an approach to inferring the structure of a finite-
state automaton from its input-output behavior, by running “experiments” on
the automaton. They rely on an “update graph”, which is essentially the dual
in our representation, and on e-tests, of the form a; ...an,o0. They also present
experiments in which they infer an automaton based on Rubik’s cube using this
structure. Their work is limited to deterministic automata. Nevertheless, the fact
that they could deal with a system with 10'° states is very impressive. Their
work shows that a very large system can have a much more compact dual.

More recently, predictive state representations |24, 34] (PSR), introduced in
the AI community, generalized the work of Rivest and Schapire to the case of
stochastic automata. The representation is based on the prediction of s-tests,
which are of the form aj01...a,0,. In the work of Littman et al. [24], each
state in a POMDP is viewed as represented by an infinite set of predictions, for
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N,S,E,W N,S,E,W

S

N
N,S,E,W W,E [WO1] |W,E N,S,E,W
}
s

N

[SEO4] @

N,S,E,W N,S,E,W

Fig. 6. Part of the dual of the POMDP in Fig.

State [t]  +([t], s1) ¥ ([t], s2) ¥ ([t], s3) ' ([¢], 54)

[NO:] 0.2 0.2 0.2 0.2
[SO1] 0.6 0.6 0.6 0.6
[EO1] 0.3 0.3 0.4 0.4
WO 0.5 0.5 0.7 0.7
[NEO;] 0.3 0.3 0.3 0.3
[SWO\] 0.7 0.7 0.7 0.7
[SEO:] 0.4 0.4 0.4 0.4
[INWO:] 0.5 0.5 0.5 0.5

[NOINO:]  0.04 004 004 004
[SO150:]  0.36 0.36 0.36 0.36
[SOINO:]  0.12 0.12 0.12 0.12
[NO1EO:]  0.06 0.06 0.06 0.06
[INOWWO,] 0.1 0.1 0.1 0.1
[EO1EO:]  0.09 0.09 0.16 0.16
WOWO1] 025 0.25 0.49 0.49

Fig. 7. Table of observation probabilities in the dual
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O
0009
» = @ A\
7”([N01]) =0.2 7”([N01]) =0.2
7"([SO1]) = 0.6 7¥"([SO1]) = 0.6
’y"([EOﬂ) =0.3 ’y"([EOl]) =0.4
' ([WO41]) = 0.5 Y ([WO4]) = 0.7

Fig. 8. The double dual

each possible test. However, there exists a finite number of linearly independent
tests whose predictions are sufficient to compute the prediction for any other
tests. Moreover, the number of such “core tests” is at most equal to the num-
ber of states in the POMDP. Singh et al. [34] then generalized this approach
by considering predictions of s-tests based on histories. They also showed how
different frameworks can be represented with a finite number of “core tests.”
From the point of view presented in this paper, we can view the PSRs as a way
of representing the dual or the double dual of a system using the set of linearly
independent columns. This view has the advantage of a finite representation, e.g.
if the original system is a POMDP. However, this representation does not lend
itself easily to approximations. It is our hope that by working directly with the
dual or the double-dual, one can develop more easily a theory of approximation
for such system.

It seems likely that the best setting to understand the categorical context
is that of Chu spaces [5], at least for the deterministic automaton case. Our
quotient construction on automata is closely related to the process of forming
separated extensional Chu spaces [6]. There is also some similarity to the work
of Pratt [31] though there the duality is between states and trajectories (which
he calls “schedules”).

There are several discussions in the literature on duality in systems theory; see,
for example, the excellent paper by Bainbridge [4] and the several very interesting
chapters in the book by Kalman, Farb and Arbib [21]. In systems theory one is
concerned with controlling a system to obtain a desired behaviour. As with our
POMDPs, the systems are partially observable; one does not see the state. One
only has a readout map that maps the states into observables. The “fundamental
duality” in this subject is the duality between controllability: the ability to steer
a system into a known state, and observability: the ability to determine the
state after a series of observations. There has been a rich categorical treatment
of this subject: for example, there are several papers by Arbib and Manes on
this topic [143]. These are largely concerned with the nonprobabilistic situation;
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the papers by Arbib and Manes hint at the probabilistic case but we have never
seen this spelled out satisfactorily.

There is a whole plethora of dualities in mathematics. The Stone-type duali-
ties establish a duality between logics and transition systems. This has appeared
in denotational semantics and is due to Plotkin and Smyth [36]. They establish
a relationship between “forward” state-transformer semantics and “backwards”
predicate-transformer semantics. Kozen [22] established similar results in the
case of probabilistic programs and probabilistic dynamic logic. More recently,
there has been very interesting work by Mislove, Ouaknine, Pavlovic and Wor-
rell [28] and by Pavlovic, Mislove and Worrell [13] on duality for labelled Markov
processes (LMPs). These are like POMDPs but they do not have the notion of ob-
servation. Other research on duality for logics and for transitions systems include
the work by Bidoit, Hennicker and Kurz |7] and Bonsangue and Kurz [9].

7 Conclusions

We have shown that, in some informal sense, there is a duality between state
and observation, or, more precisely, between state and experiment. In this view
a state is an equivalence class of experimental data. It frees us from having to
work with arbitrary preconceived notions of state. This view, we hope, will unify
many ideas that are currently being investigated for representing systems with
hidden state.

It is important to clarify what we mean by minimal. Of course the “minimal”
gadget that we construct is larger than the POMDP that one starts with; the
latter is finite and the former is infinite. But, among the class of deterministic
systems with stochastic observations that represent the same behaviour it is min-
imal in the following sense. Minimal means that it is the “most highly quotiented
version possible.” More precisely, suppose that we have a system .S of some kind.
One can “reduce its size” by defining an appropriate equivalence relation ~ and
constructing S/ ~. We can say that a system S’ is a minimal realization of S if
it is behaviourally equivalent and if it is the quotient of S by some equivalence
relation and if there is any other system X which is also a quotient of S then X
can be further quotiented to yield S’. In the companion categorical paper this
is formalized as a couniversal property and comes out naturally. For finite-state
systems this is indeed the same as having as few states as possible.

There is much to be investigated from the algorithmic point of view. Perhaps
the most pressing issue is a pleasant approximation theory. The dual and the
double-dual are both based on exact equivalences. This raises the possibility of
working with metric notions [15] and constructing more compact representations
based on identifying “nearby” experiments.

Finally, everything has been worked out here for discrete systems. Clearly, for
realistic applications one would need to extend the theory to continuous state
spaces, and, even more importantly, to continuous observations.
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Abstract. Modal intuitionistic dependence logic (MZDL) incorporates
the notion of “dependence” between propositions into the usual modal
logic and has connectives which correspond to intuitionistic connectives
in a certain sense. It is the modal version of a variant of first-order de-
pendence logic (Vaénanen 2007) considered by Abramsky and Vainéanen
(2009) basing on Hodges’ team semantics (1997).

In this paper, we study the computational complexity of the model
checking problem for MZDL and its fragments built by restricting the
operators allowed in the logics. In particular, we show that the model
checking problem for MZDL in general is PSPACE-complete and that
for propositional intuitionistic dependence logic is coNP-complete.
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1 Introduction

We investigate the computational complexity of model checking problem for
modal intuitionistic dependence logic (MZDL). MZIDL incorporates the notion
of “dependence” between propositions into the usual modal logic and has con-
nectives which correspond to intuitionistic connectives in a certain sense. Such
dependence is a kind of property which is possessed by sets in a Kripke model,
model checking problem for MZDL checks whether a given set in a Kripke model
has a modal property which involves implications of dependence. In this paper,
we analyze the complexity of model checking problem for fragments of MZDL
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defined by restricting the set of operators allowed in the logic. In particular, we
show that the model checking problem for MZDL in general is PSPACE-complete
and that for propositional intuitionistic dependence logic is coNP-complete.

The central notion of the logic MZDL is “dependence”, which often occurs in
reality together with the notion “independence”. Dependence and independence
are common phenomena in many fields: from computer science (databases, soft-
ware engineering, knowledge representation, AI) to social sciences (human his-
tory, stock markets). The research of developing an appropriate logical formalism
for dependence and independence has been active in recent years in the area of
“Logic for Interaction”. The first step in this direction dates back to 1960’s, when
Henkin [Hen61] characterized dependence between variables by extending first-
order logic with partially ordered quantifiers. In the second step, Hintikka and
Sandu [HS89], [HS96] developed a logic of imperfect information with slashed
linear quantifiers, called independence-friendly logic (IF-logic). A compositional
semantics for IF-logic, team semantics, was given by Hodges [Hod97a], [Hod97h].
The satisfaction relation of team semantics is defined with respect to sets of as-
signments, called teams, instead of single assignments as in the first-order logic
case. Based on team semantics, Vadnanen [Vaa07] introduced first-order depen-
dence logic (D). The logic D adds into first-order logic a new type of atomic
formula dep(ty,...,t,) which describes functional dependence of a first-order
term t,, on terms t1,...,%t,_1, namely, D formulae are built from first-order and
dependence atoms using quantifiers (Vz, 3x) and propositional connectives (=, A,
V). By a method of Enderton [End70] and Walkoe [Wal7(], it can be shown that
sentences of D have exactly the same expressive power as sentences of the exis-
tential second-order logic. Recent research by Abramsky and Véénénen [AVQ9]
showed that in a more general context of Hodges’ construction, the algebraic
counterpart of a generalized D logic (called BID-logic) is both a commutative
quantale (which carries an interpretation of linear logic) and a complete Heyting
algebra (which carries an interpretation of intuitionistic logic). New connectives
corresponding to the operations in such an algebraic structure are then intro-
duced into BID-logic, namely, the intuitionistic implication —, the Boolean dis-
Junction @, as well as the linear implication —o. It was observed in [Yan12] that
the constant L and connectives A, @ and — satisfy the axioms of Maksimova’s
logic ([Mak86]), which is a well-known intermediate logic. More surprisingly, the
fragment of BID-logic with quantifiers, A, @, —, L and dependence atoms, called
first-order intuitionistic dependence logz‘ IDE has the same expressive power
as the full second-order logic, on the level of sentences ([Yanl10]).

The underlying propositional logic of first-order D and first-order ZDL are
called propositional dependence logic (PDL) (c.f. [PV03]) and propositional intu-
itionistic dependence logic (PZDL), respectively. The logic PZDL turns out to be
essentially equivalent to inquisitive logic defined in [CR11], which is a new logic
modeling the exchange of information between intelligent agents (see [Yanl2] for

! The logic in question is such named only because syntactically it contains the in-
tuitionistic implication, but proof-theoretically, first-order intuitionistic dependence
logic is stronger than first-order (classical) dependence logic.
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further discussions). Both of PDL and PZDL have dependence atoms of the form
dep(p1,- - ., Pn,q), which have the intuitive meaning that the truth value of the
propositional variable ¢ is functionally determined by those of the propositional
variables p1, ..., pn. Such dependence does not manifest itself in a single world,
play, event or observation, therefore in the semantics, we evaluate the formula
dep(p1,...,Pn,q) in sets T of assignments (called teamns). Team T satisfying
dep(p1,...,Pn,q) means that there is a Boolean function f : {0,1}" — {0,1}
such that for every assignment o in T, o(q) = f(o(p1),...,0(pn)).

Introducing dependence atoms of the form dep(ps,...,p,) into modal logic
(ML), Vadndnen [Vaa0§| defined modal dependence logic (MDL). In contrast
to ML, the semantic game of MDL is a game of imperfect information (see
[V&408]). A compositional semantics of MDL, team semantics, can be obtained
by generalizing the ideas of [Hod97a], [Hod97b]. The satisfaction relation of
MDL is defined with respect to sets of states of Kripke models, called teams,
instead of single states as in the ML case. With respect to expressive power,
MDL is a conservative extension of ML, as the team semantics of the fragment
of MDL without dependence atoms agrees with the usual Kripke semantics of
ML. Furthermore, restricted to singleton teams, MDL can be translated back
into ML ([Sev09]).

For example, the following typical MDL formula

O0dep(p, q)

is said to be satisfied on a team T in a Kripke model if every successor of every
state in T has access to some states in such a way that in the set of all these
states the value of the propositional variable ¢ is functionally determined by that
of p. The following is a practical statement that can be expressed by the above
MIDL formula:

However the environment will be degraded in the next 100 years, it is possible
that in 200 years from now, whether the earth will be destroyed depends only on
whether there is another planet that crashes into the earth.

As the example suggested, in practice, particularly interesting properties involv-
ing dependence are often supposed to be identified from a large amount of data
(e.g. a model of the future of the earth). On the other hand, the nature of team
semantics gives the logic MDL more complexity, as the successor search for
formulae evaluation has to be done for sets of states. Therefore, the computa-
tional aspects of the logic MDL (and its extensions) deserve studying. Sevenster
[Sev09] showed that the satisfiability problem for MDL is NEXPTIME-complete,
and a complete classification of the computational complexity of satisfiability
problem for all restrictions of propositional and dependence operators of MDL
is given in [LVI0]. In [EL11] the computational complexity of model checking
for MDL and some restrictions of it, e.g. PDL, are proven to be NP-complete.

In this paper, we study the computational complexity of model checking
for a natural extension of modal dependence logic, called intuitionistic modal
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dependence logid? (MZIDL), which is obtained by adding intuitionistic implica-
tion — and Boolean disjunction @ into MDL. In the logic MZDL, the con-
nective V (called split disjuction) can be eliminated ([Yanl2]), therefore the
underlying propositional logic of MZDL is essentially PZDL (which is essen-
tially equivalent to inquisitive logic). Moreover, the team semantics of MZDL
over the usual modal Kripke models K coincides with the Kripke semantics of
intuitionistic modal logic defined by Fischer Servi [Ser81] over bi-relation Kripke
models with domains consisting of all non-empty subsets of the domains of K
(see [Yanl2] for detailed discussions).

The model checking problem for MZDL asks that for a given team T in a
given Kripke model K, whether a given MZDL formula ¢ is satisfied on T. A
typical MZDL formula ¢ describes a modal property which involves implications
of dependence statements. By doing model checking, one verifies whether such
a property is possessed by a certain set in a Kripke model. For example, the
intuitive meaning of the following typical MZDL formula

OO (dep(po, qo) — dep(p1,q1))

being satisfied on a team T in a Kripke model is that every successor of every
state in T has access to some states in such a way that for the set T of all these
states, every subset of 7" which satisfies dep(po,qo) also satisfies dep(p1,q1).
Practical statements expressed by the above MZDL formulae can be found in
many areas. The following is an example of such a statement:

However the environment will be degraded in the next 100 years, it is possible
that in 200 years from now, if whether the earth will be destroyed depends only
on whether there is another planet that crashes into the earth, then whether the
human being will migrate to other planets depends only on whether the crash
will occur. (%)

Following [LV10] and [EL11], we will systematically analyze the complexity of
model checking problem for fragments of MZDL defined by restricting the set
of modal operators (¢, ) and propositional operators (—, A, V, @, —) allowed
in the logics. The method of systematically classifying the complexity of logic
related problems by restricting the set of operators allowed in formulae was
used by Lewis [Lew79| for the satisfiability problem of propositional logic, by
Hemaspaandra et al. [Hem05] [HSS10] for the satisfiability problem of modal
logic, and by others. The motivation for this approach is twofold: theoretically,
this systematic approach may lead to insights into the sources of hardness, i.e.,
the exact components of the logic that make satisfiability, model checking and
other problems hard; practically, by systematically examining all fragments of a
logic, one might find useful fragments of the logic in practice with both efficient
algorithms and high expressivity.

The detailed complexity results obtained in the paper are listed in Table [ in
the last section.

2 Here we also use the word “intuitionistic” literally only.
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2 Preliminaries

In this section, we define the relevant logics and computational problems.

2.1 Modal Intuitionistic Dependence Logic
The syntax of MZDL is an extension of that of ML.

Definition 1 (Syntax of MIDL)
Let p,p1,...,pn be arbitrary propositional variables. Well-formed formulae (in
negation normal form ) of the logic MIDL are defined by the following grammar

pu=p | —p | dep(p1,...,pn) | ~dep(p1,...,pn) |
eNe | oV | pQp | o= | Op | Op

Propositional variables p are also called propositional atoms, and formulae of the
form dep(p1, ..., pn) are called dependence atoms. The connectives V, @ and —
are called split disjunction, Boolean disjunction and intuitionistic implication, re-
spectively. The negation symbol — applies only to atoms, namely, all MZDL for-
mulae are in negation normal form. In MZDL, we do not have a classical negation,
therefore, unlike in ML, the modalities [J and ¢ are not dual to each other, as for
instance, the expression ={—y is not even a well-formed formula of MZDL.

In this paper, for technical simplicity, we use the expression dep(-) to stand for
a special type of operator which acts on propositional variables. Any dependence
atom dep(pi,...,pn) (n € N) is a result of an application of dep(-). Moreover,
all of the atomic negation —, the connectives A, V, @, — and the modalities [J, {
are viewed as operators as well. Formulae of MZDL are built from propositional
variables and operators. Using these terminologies, we define the syntax of the
main sublogics of MZDL considered in this paper as follows.

Definition 2 (MDL, PDL, PIDL)
Let L be a sublogic of MIDL and M a subset of the set of operators occur-
ring in L. Then L(M) is the sublogic of L built from propositional variables
using operators only from M. We sometimes write L(opl,op2,...) instead of
L({opl,0p2,...}).
We define the following important sublogics of MIDL (see also Figure B)
— Modal dependence logic (MDL) := MIDL(—,dep(-),A,V,,0),
— Propositional dependence logic (PDL) :== MIDL(—,dep(-), A, V),
— Propositional  intuitionistic ~ dependence  logic ~ (PIDL) =
MIDL(—,dep(-), N, @,—).

As for ML, the semantics of MZDL is defined with respect to the usual Kripke
models.

Definition 3. A Kripke model is a triple K = (S,R,m) consisting of a
nonempty set S, an accessibility relation R C S x S, and a labeling (or wval-
uation) function w : S — ©(PROP), where PROP is the set of all propositional
variables. The set S is called the domain of K. Elements in S are called states
or worlds, while subsets T' of S are called teams, i.e. a team is a set of states.
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MIDL
[ 1
MDL

[ 1
O ¢ VvV A = dep(r) @ —

L J
PDL

PIDL

Fig. 1. Sublogics of MZDL

For any team T of a Kripke model K, we define
R(T)={se K |3s €T, s.t. sRs}.

Elements in R({s}) are called successors of s. A team T is called a successor
team of another team T', in symbols TRT", if every element in T has a successor
in T".

As mentioned in Section E], dependence between variables does not manifest in
single states of Kripke models, thus the satisfaction relation of MZDL is defined
with respect to sets of states (or teams). A non-compositional game theoretic
semantics of MDL based on set game is given in [Vaa0§], such semantics can
be easily generalized to MZDL ([Yanl2]). In this paper, we consider a compo-
sitional team semantics only. Below, we present the formal definition of team
semantics of MZDL; the intuition of the semantics will be discussed afterwards.

Definition 4 (Semantics of MZIDL)
We inductively define the notion of an MIDL formula ¢ being satisfied in a
Kripke model K = (S, R, 7) on a team T C S, denoted by K,T = ¢, as follows:

K, TEp iff pemn(s) forallseT
K,TE-p iff pém(s) forallseT
K, T =dep(p1,-.-,pn,q) iff for all s1,s0 € T it holds that
ﬂ-(sl) N {pla e apn} = W(SQ) N {pla s apn}
implies (s1) N {q} = 7(s2) N {q}
K’T):_‘dep(plw-wpnaQ) iff T=0

K, TEeNY iff K,TEpand K,T =1

KTEeVY iff there are sets Ty, Ty with T = Ty U Ty such
that K,T1 = ¢ and K, Ty, =

KTEeQy iff K,TEporKTEY

KTEe— iff  for all subsets T' C T, K,T' = ¢ implies that
KT =4

K, T =Op iff K.R(T)Ee¢

K,TE Qp iff  there is a set T" C W such that TRT' and

KT o
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Team semantics is a generalization of the usual Kripke semantics (defined with
respect to single states). Atomic facts described by propositions or negated
propositions are defined to be true on a team if on each state of the team,
they are true in the usual Kripke semantics sense.

The key difference between the usual modal logic ML and MZIDL is that
the latter has a new type of atomic formulae, namely dependence atoms. The
intuitive meaning of a dependence atom dep(p1, ..., pn,q) being satisfied on a
team T is that in the set T, the value of ¢ is functionally determined by the
values of pi,...,pn. For example, in the Kripke model Ky depicted below, for
every two states in the team Ty = {s1, s2, s3}, if they agree on the valuation of
p, then they also agree on the valuation of ¢, thus the team semantics gives that

Ko, Tp [= dep(p, q).
More precisely, in Ty, the truth value of ¢ is a function of that of p. In this case,
such a function f: {0,1} — {0,1} is defined as: f(1) =0, f(0) = 1. This means
that in Ty, if p is true, then ¢ is false; if p is false, then ¢ is true. It is also easy
to see that

KOvTO bé dep(p7 ’I"),

as p is true on both s, and sz, but r has different truth values on these states.

According to the team semantics, the extreme case “K,T |= dep(p)” means
that p has a constant value in the team T. Moreover, on singleton teams or
empty team, all dependence atoms are satisfied, i.e. K,T = dep(p1,...,Dn)
always holds for |T'| < 1; this fact will be used later in the proofs of the main
theorems.

We stipulate that negated dependence atoms —dep(p1,...,pn,) are only sat-
isfied on the empty team. From the team semantics point of view, by making
such a stipulation, we are able to preserve the empty team property of MIDL,
namely, K, = ¢ holds always for all formulae ¢. The readers are referred to
[Vaa07], [Vaa0§| for further discussions and a game-theoretical motivation of
the team semantics of negated dependence atom. Under such semantics, the
atomic negation — of MZDL is clearly different from the classical negation, as
law of excluded middle of dependence atoms fails for both split disjunction Vv
and Boolean disjunction @, e.g., neither dep(p) vV —dep(p) nor dep(p) @ —~dep(p)
is semantically valid. We sometimes abbreviate the formula —dep(p1, ..., pn) or
p A —p as the constant L (falsum).

The team semantics of modalities is a natural generalization of that of the
usual modal logic. The idea is that to evaluate an MZDL formula with modali-
ties on a team, we consider the successors of all the states of the team altogether.
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We say that (¢ is true on a team T if ¢ is a property that is possessed by the set
of all successors of all the points in 7', and {¢ to is said to be true on T if each
state in T" has access to some states such that these states form a team which sat-
isfies ¢. The interaction of modalities and dependence atoms gives MZDL more
expressive power than the plain modal logic M L. Below we present a simple and
interesting example in this respect.

Ezxample 1. Consider a very simple imperfect information game G between
Player I and Player II with only 2 moves. In the first move of the game, Player
I picks a truth value for p. In the second move, player II has to pick a truth
value for ¢ without knowing the choice of Player I in the previous move. Then
the game ends and we evaluate the formula ¢ := p V q. Player II wins if ¢ is
true, otherwise Player I wins. We say that a strategy for a player in G is a win-
ning strategy iff the player wins every play by following the strategy. A winning
strategy for Player II is said further to be a uniform winning strategy iff in the
second move, Player II’s choice of the truth value for ¢ is independent of that of
Player I for p (see [Hod97a] or [VAAQT] for a precise definition of uniform winning
strategies).

The Kripke model K; depicted below represents the game tree of G, where the
nodes marked with “I” represent the possible moves for Player I and similarly
for the nodes marked with “II”. We hope the reader can easily see that judging
whether Player II has a winning strategy in the perfect information version of
the game G (i.e., in the second move, Player II is allowed to know Player I's
first move) is equivalent to checking whether the MZDL expression K1, {s} &
O0(pV ¢) holds (or whether the ML expression K1, s = O0(pV ¢) holds). Now,
to say that Player II has a uniform winning strategy in G, we further require
that

K1,{s} EO0(dep(q) A (pV q))

holds, where the dependence atom dep(q) guarantees that the choice of the truth
value for ¢ does not depend on that for p, namely, it does not depend on anything
else or it has a constant value.

p,q

oA
(1) @p
O 0)
()

Formulae of MZDL are downwards closed, namely if K, T |= ¢ and T/ C T, then
K,T" = ¢. Tt is possible to define many propositional connectives or operators
which would preserve the downwards closure property of the logic, however, the
ones considered in this paper (i.e. A, V, @ and —) are of special interests for
the following reason. As discussed in [AV(9], taking all the downwards closed



Model Checking for Modal Intuitionistic Dependence Logic 239

subsets of p(2PROP)7 one forms the algebra of the underlying propositional logic

of MIDL. Such a structure is both a commutative quantale (which carries an
interpretation of linear logic) and a complete Heyting algebra (which carries an
interpretation of intuitionistic logic). The connectives A, V, @ and — of MZDL
correspond to conjunction, multiplicative conjunction (instead of disjunction in
team semantics!), intuitionistic disjunction and intuitionistic implication of the
algebraic structure, respectively. Readers are referred to [AV(Q9] for further mo-
tivation for the connectived.

On singleton teams, the team semantics of atomic negation (—), conjunction
(A), split/Boolean disjunction (V/@) and intuitionistic implication (—) agree
with the usual Kripke semantics (or in fact Tarskian semantics) of classical nega-
tion, classical conjunction, classical disjunction, classical material implication on
the single state in plain modal logic ML (or in fact, classical propositional logic).
Especially, on singleton teams, MDL is, in fact, equivalent to ML ([Sev09]).

On an arbitrary team, split disjunction V splits the team into two subteams
(not necessarily disjoint) in such a way that each disjunct is satisfied by one of
the subteams. We use the standard disjunction symbol “V” to denote such split
disjunction, so MZDL formulae without any occurrences of dependence atoms,
intuitionistic implication — and Boolean disjunction @ have the same syntax as
those of plain modal logic ML. In MIDL, ML formulae ¢ (viewed as MIDL
formulae) are flat, meaning that for all Kripke models K and all teams T of K

KTEye iff K{sjEgpforallseT.

Because of this property, on ML formulae, the split disjunction acts the same
way as the usual disjunction of ML in the following sense. For an ML formula of
the form ¢ V9, by flatness, evaluating K,T = ¢V 1 is equivalent to evaluating
whether for all s € T, K,{s} = ¢ or K, {s} = ¢ holds, namely whether there
are two subteams of T" each satisfying one of the disjuncts, which is exactly the
team semantics of split disjunction.

As the name suggested, Boolean disjunction @ acts on full teams in a Boolean
way. Without going into details, we note that the team semantics of the con-
stant 1 and the connectives A, @, — over the usual modal Kripke models
K = (S,R,w) coincides with the Kripke semantics of those in intuitionistic
modal logic defined by Fischer Servi [Ser81] over bi-relation Kripke models of
the form K¢ = (p(S) \ {0}, R, D, 7°) (see [Yanl2]). In particular, intuitionistic
implication — acts intuitionistically over the superset accessibility relation in
the powerset model K€ corresponding to K.

We say that two MZDL formulae ¢ and v are logically equivalent, in symbols
p =1, if for any Kripke model K and any team T of K

KTEe it KTE®9.
3 In [AV09], another connective, linear implication —o, is considered. However, MZIDL

with —o does not have the nice empty team property, we leave this case for future
research.
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Lemma 1. The following equivalences follow straightforwardly from the
semantics:

a) dep(p) = p©@—p;
b) dep(p1,---,Pn,q) = (dep(p1) A--- Adep(pn)) — dep(q)

(P2 A - Apir A(g@—g)),
1,00 €{T,L}

where p' = p and pt = —p.

Proof. Easy. O

As shown in the above lemma, dependence atoms dep(ps, ..., pn) are definable
using the connectives V, @ and —. In particular, we obtain the following equiv-
alent definitions:

MIDL = MIDL(-, AV, @, —),
PIDL = MIDL(—, A, @,—).

However, in this paper we still include dependence atoms in the language of
MIDL, as we will investigate sublogics of MZIDL where not always V and @
are present.

2.2 Model Checking Problem

Given a Kripke model K, a team T', and an MZDL formula ¢, the model check-
ing problem for MZDL is the problem of deciding whether K, T = ¢ holds.
A typical MZIDL formula expresses a modal property involving functional de-
pendence between propositions and implications of dependence statements. Such
properties are commonly found in many fields. Knowing whether these properties
hold in certain sets of some system can be very important in many cases. Below
we present an example illustrating the applications of MZDL model checking
in practice.

Ezample 2. Suppose the United Nations wants to build a model (represented
as a Kripke model) of the imitation of the future of the earth and human race.
Among all the candidate models, the United Nations wants to know which ones
are optimistic models from the point of view of environmental degradation. One
important criterion of being such an optimistic model is that in the model, the
present world has to satisfy the sentence (%) in Section (1. Selecting optimistic
models with respect to this criterion is done by implementing an MZDL-MC
on the candidate models.

For example, given the below depicted Kripke model K5, where every symbol
is self-explanatory, we achieve the above goal by checking whether
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—crash
—earth destroyed
—human migration

crash —crash —crash —crash
earth destroyed —earth destroyed 200 years laters —earth destroyed —earth destroyed
human migration human migration 7 —human migration human migration
[ 200 years later; j [ 200 years laters ] [ 200 years latery j [ 200 years laters ]

forest coverage<|20%

[ 100 years later; j [ 100 years laters ] [ 100 years laters j

sea level rises> 50cm > 50% species become extinct

Ky, {now} = OO (dep(crash, earth destroyed) — dep(crash, human migration))

holds. In this case, the above expression holds, as for the team
T> = {200 years later;, 200 years later, 200 years later, },
it holds that
K5, Ty |= dep(crash, earth destroyed) — dep(crash, human migration),
therefore K is an optimistic model with respect to criterion (x).

Now, we give the formal definition of the model checking problem for MZDL.
Following [EL1I], we will investigate the source of hardness of the problem by
studying also the model checking problem for fragments of MZDL built by
restricting the operators allowed in the logics.

Definition 5 (MIDL-MC, MDL-MC, PIDL-MC). Let L be a sublogic of
MIDL and M a subset of the set of operators occurring in L. The model check-
ing problem for L(M) is defined as the decision problem of the set

L(M)-MC := {(K, T, ) K = (S,R,7) is a Kripke model, T C S, ¢ € L(M) and}'

K.TEey
In case L(M) = L, we will only write L-MC instead of L(M)-MC.

Note that in this paper, we only consider the combined complexity of model
checking problem for MZIDL, i.e. the input consists of both a model and a
formula. One can also consider the data complexity of model checking problem
for MIDL, where the formula is fixed and the input consists of a model only.
Usually, the data complexity of a model checking problem is lower than the
combined complexity. In our case, for a given MZDL formula with finitely many
propositional variables, there are even only finitely many irreducible models
(with respect to p-morphisms), therefore the data complexity for MZDL model
checking is not very interesting and is not the topic of this paper.

In the main part of the paper we will sometimes reduce one model checking
problem to another in a complexity preserving way. Next, we give the definition
of such a reduction.
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Definition 6. Let C' be a countable set and A,B C C. Then A is polynomial-
time many-one reducible to B, in symbols A <P B, iff there is a reduction
function f : C — C such that f is computable in polynomial time and for all
x € C it holds that x € A iff f(x) € B. We write A= B if both A <P B and
B <P A hold.

Most complexity classes C with P C C (e.g. PSPACE, coNP) are closed under
<P ie.if A<P Band B €C, then also A € C.

We end this section by pointing out that for any set M of MZIDL operators,
the complexity of MZDL(M)-MC is independent of the presence of atomic
negation — in MZDL(M), namely:

Fact 1. MIDL(M)-MC =P MIDL(M \ {-})-MC.

This is basically because given an MIDL(M)-MC instance (K,T,®), in
the MZIDL(M) formula ¢, if one replaces all negated dependence atom
—dep(p1,...,pn) by a fixed fresh propositional variable r, and every occurrence
of every negated atomic subformula —p by a fresh propositional variable p’, and
modifies the valuation of K in such a way that r is made to be true nowhere
and p’ is made to be true only on the states where p is false, then the resulting
formula ¢’ and Kripke model K’ would satisfy

KTEy¢ < K ,TE{.

3 Complexity of Model Checking for fragments of
MIDL

In this section we study the complexity of model checking for fragments of
MIDL and obtain the results listed in Table [Il. The results for the fragments
where the intuitionistic implication — is not present have been obtained already
in [EL11], so we will only consider the cases where — is involved. We start with
giving a PSPACE algorithm for MZDL-MC.

Theorem 2. MIDL-MC is in PSPACE.

Proof. To prove the theorem, it suffices to give an algorithm solving the problem
that can be implemented on an alternating Turing machine running in polyno-
mial time (AP Turing machines) (J[CKS81]). An AP Turing machine uses an
extension of ordinary nondeterministic guessing. Here the algorithm can switch
between two guessing modes, namely universal and existential guessing. Exis-
tential guessing is the nondeterministic guessing mode of NP machines, whereas
universal guessing is the guessing mode of coNP machines. When the number
of alternations is unbounded, AP Turing machines decide the problems of the
complexity class PSPACE.

Now, to prove the theorem, we consider a top down algorithm which has as
input a Kripke model K, an MZDL formula ¢, and a team T of K. The output
of the algorithm is “true” if and only if K, T |= ¢. In the cases

p e {pa P, dep(pla v apn)a _'dep(pla cee apn)aw A Xaw ®X}a
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the algorithm checks whether K, T | ¢ according to the team semantics in an
obvious way. These cases are deterministic and can be done in PSPACE.

If o =¥V, or p = O the algorithm guesses existentially the right fragmen-
tation of the team and the right succeeding team, respectively. In the case of
@ =1 — x the algorithm checks universally if for every team 7" C T (i.e. every
computation path) with K,T" |= v, it also holds that K, T’ | x. Altogether
the algorithm can be implemented on an alternating Turing machine running in
polynomial time or — equivalently — on a deterministic machine using polynomial
space.

For the full algorithm (Listing |J___].|) see Lemma [ in the Appendix. O

If we forbid split disjunction V and diamond ¢ in the sublogic of MZDL in
question, the complexity of the above algorithm drops to coNP.

Corollary 1. MIDL(—,dep(:),A, @,—,0)-MC is in coNP. In particular,
PIDL-MC is in coNP.

Proof. In Listing |J__J.|, existential guessing only applies to the cases ¢ = ¢V x
and ¢ = Q1. O

If neither dependence atoms nor Boolean disjunction © are allowed in the logic,
the model checking problem can even be decided in deterministic polynomial
time.

Theorem 3. MIDL(—,A,V,—,0,0)-MC is in P.

Proof. First, as pointed out in Section m, the logic MZIDL(—, A, V,O,0) and
the usual modal logic ML (taking all formulae in negation normal form) have
the same syntax, thus as MZIDL(—, A, V,0, Q) formulae are all flat, it can be
easily shown that

MIDL(—, A, V,0,0)-MC =P ML-MC.

We know by [CES86] that ML-MC is in P, so it suffices to show that

MIDL(—, AV, —,0,0)-MC =" MIDL(—, A, Vv, 0, 0)-MC. (1)
Let ¢ and ¥ be MIDL(—, A, V,0, ) formulae. Viewing ¢ as an ML formula,
we have that in ML, the formula —¢ has an equivalent formula ¢~ in negation
normal form; such a formula ¢~ can also be viewed as an MZDL(—, A, V,, O)
formula. In MZDL(—, A, V,0,0) , it is not hard to prove by induction that

o= = p V. (2)

Now, for each MIDL(—, A, V,—,0, ) formula ¢, starting from the innermost
intuitionistic implication —, by applying Equation (E), we may eliminate all the
occurrences of the connective — in ¢ and obtain an equivalent formula ¢* in
the language of MZIDL(—, A, V,0, ¢). Such a translation can clearly be done in
polynomial time, thus Equation (ll) is obtained. a
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oo
e O

Fig. 2. Kripke model K in the proof of Theorem ¥

()

n

Pn

In the remaining part of this section we provide hardness proofs for model check-
ing problems for various sublogics of MZDL. We first consider the sublogics
without diamond ¢ and split disjunction V.

Theorem 4. PIDL(A, @, —)-MC is coNP-hard.
Proof. Noting that by Lemma [l and Fact i1}

PIDL(A, @, —)-MC =P PIDL(~,dep(-), A, @, —)-MC
=P PIDL-MC,

it suffices to give a polynomial-time reduction from the known coNP-complete
problem

TAUT := {¢ a classical propositional logic (CPL) formula | ¢ is a tautology}

to PZDL-MC. For this purpose let ¢ be an arbitrary formula in the language
of classical propositional logic in negation normal form and let pi,...,p, be
the propositional variables occurring in ¢. Let r1,...,r, be new propositional
variables and K = (S, R, 7) the Kripke model shown in Figure [ and formally
defined by
S
R
W(Si) = {Tiapi}a
m(si) = {ri}.
Next, define a PZDL formula 1) as follows:

={s1,..-,8n,51,--,Sn}
0,

Y o= an_>80_>7

where
n

an = [\ (ri = dep(p:)),
i=1
and ¢ is defined inductively as follows:
p; =1 =i
(=pi) ™ =1 = i,
(e AP)T =97 AP,
(pVe)T =7 0y~
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Now we will show that ¢ € TauT iff K, S = 4.

The general idea of the proof is as follows. By the construction, each team T
of K satisfying the formula «,, contains at most one of the states s; and s;, for
each 7. In the Kripke model K, the state s; simulates positive truth assignments
for p; (i.e. assignments o such that o(p;) = T), while s; simulates negative truth
assignments for p; (i.e. assignments o such that o(p;) = L). Thus, any maximal
such team T simulates a truth assignment o for py, ..., p,. Moreover, under the
assignment o , the CPL formula ¢ will behave exactly as the PZDL formula
¢~ does under the team T, in the sense that op(¢) = T iff K,T = ¢~. The
required equivalence will then follow.

Formally, first suppose ¢ € TAUT. Let Ty C S be an arbitrary team such that
K, Ty = ay. If T} is a nonempty subteam of Ty such that K, T} = r;, then by
the construction of K, Tj C {s;, s;}. But as K, T} = r; — dep(p;), we must have
that K, T} | dep(pi), so p; has a constant value in T{, which means that T}
contains only one state of s; and s;. Therefore, team T, contains at most one
state of s; and s; for each 1.

Now, there is a maximal team 7" D Ty with K,T E «,,. Team T contains
exactly one of the states s; and s; for each 1 < i < n, therefore T induces a
truth assignment op for py,...,p, defined as follows:

or(ps) = Tifs; €T,
TWPi) =\ Lifs; e T.

Such team T and its induced truth assignment o are in one-one correspondence;
moreover, the assignment or makes the CPL formula ¢ true if and only if the
team T satisfies the PZDL formula ¢~ . We show this by showing a more general
claim as follows:

Claim. For all subformulae x of ¢, it holds that op(x) =T iff K,T E x~.

Proof (Proof of Figure [4 ). An easy inductive proof. We only show the case that
X = —p;. First suppose op(—p;) = T. Then s; € T and s; ¢ T, thus, for all
non-empty team 7’ C T such that K, T’ | r;, we must have that 7" = {s;},
hence K, T’ = —p, which implies that K,T = r; — —p;.

Conversely, suppose K, T = r; — —p;. Then we must have that s; ¢ T, thus
by the maximality of T, s; € T and or(p;) = L, i.e. or(—p;) =T. O

Now, as ¢ € TAUT, it holds that or(p) = T, which by Figure [ implies that
K,T = ¢, hence, as Ty C T, by downward closure property, K,To = ¢ .
As Ty was chosen arbitrarily with Ty € S and K,Ty = «u, this implies that
K,SE.

Conversely suppose that K, S = 1 and o is an arbitrary truth assignment for
P1,---,Pn- The truth assignment ¢ induces a team T, defined by

T, :={si|o(p:)) =T}tU{si|o(p;) =L}.

Clearly, K, T, = ay, thus K, T, = ¢, which by FigureE implies that o(p) = T.
Since o was chosen arbitrarily, this means that ¢ € TAUT. O
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Theorem 5. For all {\,@,—} C M C {=,dep(-),A\,@,—,0}, MIDL(M)-
MC is coNP-complete. In particular, PIDL-MC is coNP-complete.

Proof. Follows from Corollary [l and Theorem [4. O

Next, we analyze the complexity of model checking for fragments of MZIDL
containing split disjunction V and intuitionistic implication —.

Theorem 6. Let M DO {dep(-),A,V,—}. Then MIDL(M)-MC is PSPACE-
complete.

Proof. The upper bound follows from Theorem [. For the lower bound we give
a reduction from the well-known PSPACE-complete problem, true quantified
Boolean formulae QBF. Let ¢ = Vzi3zs...Va,_13z, ¢ be a QBF instance,
where ¢ is quantifier-free. We assume without loss of generality that n is even
and that ¢ = C; A--- A ()}, is in 3CNF with

Ci=ajoVa1Vap (1<j<m)
for distinct propositional literals oo, oj1, aj2. Let

Tyee s TnyP1y- -3 PnyCly - -+ 5 Cm;y €105 - -+ 5 €m0y C115 - -+ 5 Cm 15, €125+ -+, Cm2

be distinct propositional variables. The corresponding MZDL(dep(-), A, V, —)-
MC instance is defined as (K = (S, R, ), S, 0), where

— S:i={51,-.+,8n,51,---,5n},
- R:=1,
m(si) = {ri,pi} U{cj,cio | ajo = i, 1 < j <m}
U {Cj,le |Oéj1 = T, 1 SJS m}
U{cj ez | aje =i, 1 <j<m},
— m(si) = {ri} U{cj,cjo | ajo = —wy, 1 <5 <m}
U {Cj,le | Q1 = T4, 1 S] S m}
U {Cj,CjQ | Qo = T4, 1 S] S m}
(see Figure [ for an example of the construction of K),
— 6 := 41, where

dok—1 = (ror—1 — dep(pax—1)) = d2r (1 <k <n/2),
dok := (ror Adep(par)) Vdokt1 (1 <k <n/2),
O = (rn Adep(pn)) V ¢,
and .
@ = j/—\l (cj — < (dep(cjo) Adep(cjr) A dep(cjg))

\/(dep(cjo) Adep(cjr) A dep(cjg)) )),

i.e. 8= (ry— dep(p1)) — ((rg A dep(pz)) V
SV

((rn,I — dep(pnﬂ)) — <(7’n A dep(pn)) \/90’)) )
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T17p1@ 7'2,])2@ T3»p?@ 7'4717

Cc1,C11 C1,C12 C2, C22
C2, C20
1 @ T2 @ r@ r
C1, C10 C2, C21

The model K for ¢ = (—z1 Va2 Va3) A (z2V —z2 V 24)

Fig. 3. Example of the Kripke model construction in the proof of Theorem

We will now show that ¢» € QBF iff K, S | 6.

The general idea of the proof is that the alternating operators — and V in
the MZIDL formula 6 simulate the alternating quantifiers V and 3 in the QBF
formula v, respectively. In the QBF formula ¢, for each 1 < k < n/2, the
universal quantifier Vao,_1 corresponds to the MZDL formula d2,_1 in 6 , and
we have that 91 is satisfied in a team T iff d9p is satisfied in all subteams
Tor—1 € T which satisfy rar—1 — dep(par—1), i.e. all subteams containing at
most one of the states sop_1 and ssx—1. Every existential quantifier dzoy in 9
corresponds to the subformula dop, of 0, and dof, is satisfied in a team T iff T' can
be split into Toi and T3, such that K, Toy = dog+1 and K, Ty, = rop Adep(pok),
i.e. dop+1 has to be satisfied in a team with exactly one of the states so and
SS9k -

In the Kripke model K, we start with the team S of all states and then for
every nesting level i of — or V we drop exactly one of the states s; and s;
according to the truth assignment of the Boolean variable x; quantified by V or
3. We do this until we arrive at a team T, that contains exactly one of the states
s; and s; for all ¢ € {1,...,n}. This team T, is in fact the team induced by the
complement of a truth assignment o for z1,...,z, (in a similar sense with that
in the proof of Theorem @) and K,T,, = ¢ iff 0(p) = T. Then the required
equivalence will follow.

Formally, first suppose that ¢ € QBF. During the proof, we will construct a
truth assignment o for x1,...,x, such that o(¢) = T by choosing values for

o(x1),0(x3),...,0(xp-1).

The assumption guarantees that an appropriate value for each o(zay)
(k € {1,...,n/2}) exists and they are determined by the values of

o(z1),0(x3),...,0(T2k—-1)-
We have to show that

K,S = (r1 — dep(p1)) — d2.

By the downward closure property , it suffices to show that for the maximal
teams Ty C S such that K,T} = 1 — dep(p1), namely the teams S \ {s1} and
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S\ {s1}, it holds that
K, Tl ): 52a i.e. Ks Tl ': (Tg A dep(pQ)) \/53

Choose the value of o(z1) according to T; by letting

T TI =8\ {s1},
U(.’K1)~{LifT1:S\{31}'

Note that o | {x1} is defined as the complement of the truth assignment induced
by T1 — which was used in the proof of Theorem ld. We are going to continue to
define the truth assignment as the complement of the induced one. The reason
for this will become clear when we show the connection between ¢ and ¢’ in the
end.

Since ¥ € QBF, by our discussion above, an appropriate value of o(x2) exists
and is determined by o(z1). Now we split the team 77 into T and T4 according
to the value of o(x2) by letting

/. {82} if 0(%2) = T,
Ty = { {sa}if o(z2) = L,

and Ty = T1 \ Ty. Clearly, K,T5 = 72 A dep(p2) and it suffices to check that
K, TS ): 53.

As we have shown, to prove K, S |= d1, it is enough to show that for every T3
chosen as above, the above constructed T5 satisfies K, Tz |= d3. By repeating the
same arguments and constructions n/2 times, it remains to show that K,T,, |
¢’. Note that T, and o satisfy

3)

$; €T, < o(x;) =1,
si €T, < o(-z;) =1,

moreover, o(p) = T, i.e. for all j € {1,...,m} it holds that o(ajo) = T,
olaj1) =T oro(ee) =T.

Now let j € {1,...,m} arbitrarily chosen, and suppose, for example, ajo =
Ty, Q1 = Ty, Qo = Ty, for some ig, 1,42 € {1,...,n}, and o(—wz;,) = T. Let
T C T, be arbitrarily chosen such that K,T = ¢;. Then, by the construction
of K, T C {84y, Si,s i }, and furthermore, by (E) we obtain s;, ¢ T. Hence,
T C {Siy, Siy }, therefore

K, T |= (dep(cjo) Adep(cj1) Adep(cj2)) V (dep(cjo) A dep(cj1) A dep(cj2)),

as dependence atoms are always satisfied on singleton teams. Since j was chosen
arbitrarily, it follows that K,T,, & ¢'.
Conversely, suppose K, S = 0. Choose arbitrarily the values for

o(z1),0(x3),...,0(x2m-1)
and define the values for

0’(.%2), 0’(.’&1), e ,J(I’Qn)
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by reversing the above arguments and constructions, and repeating them n/2
times, we then arrive at (E) again. The crucial observation is that when evaluat-
ing (rok—1 — dep(pak—1)) — dax we only need to consider the maximal teams sat-
isfying ror—1 — dep(p2x—1) and there are exactly two of those, one without sox—1
and the other one without so,_1. And when evaluating (rox A dep(par)) V d2k+1
we have to consider only the complements of the maximal teams satisfying
ror A dep(pax) and again there are exactly two, one without sof and the other
one without so.

It remains to show that o(¢) = T. That is to show that o(ajo Va1 Vaje) =T
for an arbitrarily chosen j € {1,...,m}. Suppose, for example,

0o = Tiy, 51 = Ty, and oo = T,

Now let T' C T, be the maximal team such that K, T }= ¢;. Then, by construction
of K, we have that T C {s;,, Si,, Siy }. Since K, T}, = ¢', it holds that

K, T k= (dep(cjo) A dep(cj1) Adep(cjz)) V (dep(cjo) A dep(cj1) A dep(cjz))

and thus, by construction of K, it follows that |T'| < 2. Say s;, ¢ T, then, by
maximality of T', we obtain that s;, ¢ T,, which, by (E), means that o(z;, ) =T,
i.e. o(aj1) = T. Hence, as j was chosen arbitrarily, it follows that o(p) =T. O

Finally, we study the model checking problem for sublogics of MZDL including
diamond ¢, Boolean disjunction @ and intuitionistic implication —.

Theorem 7. Let M 2 {A,@,—,0}. Then MIDL(M)-MC is PSPACE-
complete.

Proof. The upper bound again follows from Theorem . For the lower bound we
give a polynomial-time reduction from QBF to MZDL(—,dep(:),A, @,—,)-
MC, which implies the desired result since

MIDL(—,dep(:), A, @, —, O)-MC Eﬁl MIDL(A, @, —,O)-MC,

by Lemma [Il and Fact [

Let ¢ = Va1 3zo . . . Va,—1 32, ¢ with n even (without loss of generality we may
assume) and ¢ quantifier-free. The corresponding MZDL (-, dep(+), A, @, —, )~
MC instance is defined as (K = (S, R, w), T, 0) where

-S= U S, R= U Riandfor1<i<n/2

1<i<n 1<i<n

Soi_1 = {821—1,821'—1}
= {s2i,80i} U{ti} U{tir, -~ , tii—1)}
Ryi_1:= {(821‘—1, 82i—1), (821'—1, 32i—1)}
Rai i= {(ti, ti1), (tir, tiz), - -+, (Lii—2)» tigi—1)) }
U{(tigi=1), 52i), (tii—1), 52:) }
U{ (524, 52:), (524, 524) }

&
|
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(s
7(s;) = {r;},
(t):=0,fort ¢ {s;,s; [1<j<n}

(Figure 4 depicts the construction of K),
T:={s,s|1<i<n,iodd}U{t;|1<i<n/2};
0 = 01, where

Ook—1 :=(rox—1 — dep(par—1)) = 2 (1 <k <n/2),
ok :==0d2kt1 (1 <k <n/2),
6” ::<>g0_>a

and ¢~ is generated from ¢ by the same inductive translation as in the proof
of Theorem @,

ie. = (7"1 — dep(pl)) — <><

e 0
((Tnfl — dep(pn—1)) = <><ﬁ) )

will show that ¢ € QBF iff K,T | 6. The idea, analogous to the proof of

Theorem , is that the alternating operators — and ¢ in the MZDL formula 0
simulate the quantifiers V and 3 in the QBF formula 1), respectively. Note that

1, P1 T2, P2

o= (o)
s
o4 )
@ B:

Tn—1,Pn—1
Tn,Pn
%1 G o oo

Fig. 4. Kripke model K in the proof of Theorem [
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the model K can be viewed as the disjoint union of n small models K; (as shown
in Figure @), where each K; contains for p; a positive state s; with a loop and a
negative state s; with a loop, and for even 1 < i < n, K; also contains a chain of
length (¢/2 — 1) with a split leading to s; and s; at the end. The states in every
K; with no proper predecessors (all sor_1, sorp—1, tr’s for 1 < k < n/2, these
form the team T') can be viewed as starting states and those with no proper
successors (all s;, s;’s for 1 <i < n) can be viewed as final states. In the proof,
we start with the team T of all starting states, and then for every nesting level
i of — we drop one of the states so;41 and s2,41, while for every nesting level
i of ¢ we simultaneously move forward on the chains and thereby choose one
of the states so; and s9;. We do this until we arrive at a team 7;, that contains
exactly one of the final states s; and s; for each ¢ € {1,...,n}. This team T,
induces a truth assignment o for x1,...,z, as in the proof of Theorem @, and
KT, e iff o(p)=T.
Now, suppose that ¥ € QBF. We have to show that

K,T = (ry — dep(p1)) — 2.

It then suffices to show that for the maximal teams 77 C T such that K, 71 |
r1 — dep(p1), it holds that

K,Tl ): (52, i.e. K,Tl ': <>(53
Analogous to the proof of Theorem [d, choose the value of o(x1) according to Ty

by letting
(LT =T\ {s1],
o) = {T T, =T\ {51}

(but here o | {z1} is defined as the truth assignment induced by 7T} instead of
the complementary one, as in the proof of Theorem ) By a similar argument
with that in the proof of Theorem [, an appropriate value of o(x2) exists and is
determined by o(z1). We now choose T5 such that T3 RT5 as follows:

Ty = {R(TI) \ {sa}if o(ae) =T,
R(Th) \ {s2} if o(z0) = L,

Tt suffices to check that K, T = 3. Again, analogous to the proof of Theorem ,
by repeating the universal and the existential arguments n/2 times, it remains
to show that K, T,, = ¢ . And, analogous to (E), T, and o satisfy

$; €T, < o(x;) =T,
s; €T, < 0’(—@2‘) =T,

(4)

and moreover o(p) = T.
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Table 1. Classification of complexity for fragments of MZDL-MC
All results are completeness results except for the P cases which are upper bounds.

Operators Complexity Reference
OO0 AV@- — dep()
%% ++%% + + PSPACE Theorem [d
* % +4+ 4+ % + + PSPACE Theorem , Lemma El
* 4+ 4+ % + % + +* PSPACE Theorem E
* — +—+ % + *  coNP Theorem E
% ok ok ok — % % - P TheoremE
* ok %k kk — x P /NP [ELIT]
+ : operator present — : operator absent * : complexity independent of operator

Noting that o is the truth assignment induced by T;,, by Figureﬁ in the proof
of Theorem @, we obtain that K',T,, = ¢, where K’ = (S, R', n’) with

- 8" ={s;,8|1<i<n},
- R =0,

—n=x19

(i.e., K’ is the model constructed in the proof of Theorem @, which can also be
viewed as a submodel of K). Next, since ¢ is modality-free, it follows that
K" T, = ¢, where K" is the submodel of K generated by S’ (namely K’ with
all the loops). Finally, as it is easy to check by induction that truth of MZDL
formulae with respect to teams is invariant under taking generated submodels,
we conclude that K, T,, = ¢ 7.

Conversely, suppose that K, T | 0. As in the proof of Theorem [ we can
reverse the above constructions and arrive at @) again. The crucial point is that
when evaluating Qdar+1 we only need to consider minimal successor teams.

Now, by the construction of T,, we have that K,T, | ¢ . Reversing
the above argument, by Figure B in the proof of Theorem @, we obtain that
olp)=T. O

4 Concluding Remarks

Table [l contains all results we have obtained in this paper. We have shown that
model checking for MZDL in general is PSPACE-complete and that this still
holds if we forbid O, dep(+) and either { or V. If we forbid ¢ and V, on the other
hand, the complexity drops to coNP. In particular, PZDL-MC is coNP-complete.

Note that some cases are missing in Table E], e. g. the one where only conjunc-
tion is forbidden, the one where only both disjunctions are forbidden and the one
from Theorem [ but with dependence atoms allowed instead of Boolean disjunc-
tion. Also, we point out that the computational complexity of the satisfiability
problem for MZDL is still open.
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Appendix

Lemma 2. There is a PSPACE algorithm for MIDL-MC.

Proof. As it is outlined in the proof of Theorem 2] we give an algorithm that
runs in polynomial time on an alternating Turing machine.

Algorithm 1.1. check(K = (S, R, 7),p,T)

case ¢
when ¢ =p
foreach seT
if not pemn(s) then
return false
return true

when ¢ = —-p
foreach seT
if pen(s) then
return false
return true

when ¢ = dep(pi,...,pn)
foreach (s,s)eT xT
if 7(s)N{p1,...,pn-1} = ()N {p1,...,pn—1} then
// i.e., s and s’ agree on the valuations of p1,...,pn—1
if (¢gem(s) and not g€ m(s’)) or (mot g€ m(s) and g€ m(s’)) then
return false
return true

when ¢ = —dep(p1,...,pn)
if S=0
return true
return false

when ¢ =9 Ay
return (check (K,T,v) and check (K,T,x))

when o =9 Vy
existentially guess two sets of states Ti,T> C S
if not TZYUT5 =T then
return false
return (check (K,7T1,v) and check (K,T>,x))

when ¢ =Y ©Qx
return (check (K,T,v) or check (K,T,v¢))

foreach s €8
foreach seT
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if (s,s') € R then
T :=T'U{s'}
// T’ is the set of all successors of all states in T, i.e. T' = R(T)
return check (K,T",v)

when ¢ = Qv
existentially guess a set of states T'CS
foreach seT
if there is no s’ €T’ with (s,s’) € R then
return false
// T" contains at least one successor for every state in T, i.e. TRT'
return check (K,T',v)

when ¢ =19 — x
universally guess a set of states T'CT
if not check (K,¥,T') or check (K,x,T")
return true
return false
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Abstract. The recently introduced Coalgebraic Predicate Logic (CPL) provides
a general first-order syntax together with extra modal-like operators that are in-
terpreted in a coalgebraic setting. The universality of the coalgebraic approach
allows us to instantiate the framework to a wide variety of situations, including
probabilistic logic, coalition logic or the logic of neighbourhood frames. The last
case generalises a logical setup proposed by C.C. Chang in early 1970’s. We
provide further evidence of the naturality of this framework. We identify syn-
tactically the fragments of CPL corresponding to extended modal formalisms
and show that the full CPL is equipollent with coalgebraic hybrid logic with the
downarrow binder and the universal modality. Furthermore, we initiate the study
of structural proof theory for CPL by providing a sequent calculus and a cut-
elimination result.

1 Introduction

Coalgebras over sets provide an universal framework for state-based systems, such
as (labelled or unlabelled) transition systems, multigraphs, conditional frames, game
frames or (monotone and general) neighbourhood frames. They provide a natural se-
mantics for a wide range of modal logics, ranging from conditional and probabilistic
to coalition logic. The development of a full-blown coalgebraic model and correspon-
dence theory is hindered by the lack of a formalism that allows both direct reference
to individual states and supports universal quantification and binding: a coalgebraic
counterpart of first-order (and higher-order) predicate logic. The framework of coalge-
braic predicate logic (CPL) was introduced recently in [9]] in a joint paper with Lutz
Schroder, where we have provided a complete Hilbert axiomatisation, a modal corre-
spondence theorem and some basic model-theoretic constructions. The present paper is
intended as a companion to op.cit. presenting more evidence that coalgebraic predicate
logic is a natural extension of both (coalgebraic) modal logic and first-order logic.

As explained in op.cit., our approach can be traced back to an unjustly forgotten pa-
per [7] by C. C. Chang. The original motivation was to simplify model theory for what
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Montague called pragmatics and replace Montague’s many-sorted setting by one with-
out sorts. In contemporary terminology, Chang’s paper deals with model and correspon-
dence theory for neighbourhood frames: coalgebras for double contravariant powerset
functor (see [8]] for a coalgebraic treatment in a two-sorted setting). His constructions
and results include both suitable notions of (elementary) submodel/extension, elemen-
tary chain of models and ultraproduct and suitable variants of Tarski-Vaught, downward
and upward Lowenheim-Skolem and compactness theorems. Curiously, Chang did not
prove any completeness results. Apart from these technical developments, advantages
of [[7]] include its lucid, intuitive motivation and examples. But the biggest interest lies
in the syntax itself, with only one sort of variables for elements of the state space and no
need for explicit quantification over neighbourhood or successors. Apart from a number
of papers (e.g., Sgro [16]) on interior operator logic in topology, we are not aware of
any work in a similar setup.

Our CPL (Coalgebraic Predicate Logic) is based on a notational variant of Chang’s
syntax. The interpretation of CPL in coalgebras for arbitrary Set-functors is parametric
in the notion of predicate lifting; if A is a supply of modal operators, then the supply
of functors and predicate liftings interpreting modalities in A is called A-structure. In
[9], the authors together with Lutz Schréder have proved completeness results for two
classes of A-structures—the first one (S1SC) generalizing neighbourhood frames, an-
other one (k-bounded) generalizing Kripke structures. Furthermore, it was shown that
there are limitations to the possible scope of more general completeness results. We
also proved an analogue of the Van Benthem-Rosen theorem, characterizing coalge-
braic modal logic (CML) as the behavioural-invariant fragment of CPL. Finally, we
provided foundations of model theory for CPL, significantly generalizing the scope of
Chang’s model-theoretic results discussed above.

This paper is intended as a companion paper to [9]. In the first part, we generalize the
results of [4] characterizing the correspondence between predicate logic and extended
hybrid formalisms C’HEkA and C?—[/JX’@. We take it as yet another indication that CPL
is natural and well-designed both as a generalization of FOL and “the” predicate relative
of existing coalgebraic formalisms. Furthermore, due to a somewhat modal character of
the CPL syntax, the correspondence is even closer and more natural than for ordinary
FOL and additional results on the correspondence between sublanguages of CPL and
various extensions of coalgebraic modal/hybrid logic become available. In the second
part, we initiate the study of proof theory of CPL. We provide cut-free sequent systems
for strongly one-step complete (S1SC) A-structures, which generalize the neighbour-
hood logic (and hence Chang’s original setup). Our proof of cut-elimination is entirely
syntactic and constructive.

2 Syntax and Semantics

Throughout the paper, we fix a modal similarity type A consisting of modal operators
with associated arities. We also fix a set X' of predicate symbols (with associated arities)
and a set V' of individual variables. The language CP L 4 of coalgebraic predicate logic
is given by the grammar

CPLAD ¢, i=x=y| P(x1,...,xn) | L ]| o= | Vo | 2021 : P1]...[Tn : Pn]
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where O € A is an n-ary modal operator, P € X is an n-ary predicate symbol and
r,y,1,...,T, € V! are individual variables. For simplicity, we ignore function sym-
bols which can be added in the same way as in [[7].

In a formula zQ[zy : ¢1] ... [zn : dpn], © is an n-ary modal operator, applied to
n arguments |x; : ¢;|, for i = 1,... n. Here, x; is a comprehension variable. Given
a first-order structure with carrier set W and variable assignment ¢, [z : ¢] denotes
the set of all those states w &€ W such that ¢ holds under the modified assignment
Jx — w]. Our informal reading of [z : ¢] is ‘the set of all = such that ¢’. As a
consequence, the n-tuple [z1 : ¢1] ... [z, : ¢, ] denotes an n-tuple of predicates on
the carrier set, to which we can apply an n-ary modal operator © in the usual way.
The formula Q[xz1 : ¢1] ... [2n : ¢p] is then best understood as expressing that the
property Qfxy : ¢1] ... [xn : ¢n] is true relative to the (interpretation of) x in a first-
order structure.

Example 1. We have provided a number of examples of the use of CPL in a variety
of situations already in [9] where consider CPL over probabilistic modal logic, over
coalition logic and Pressburger modal logic. Here, we content ourselves with the fol-
lowing:

1. As originally noted by by Chang himself, coalgebraic predicate logic is partic-
ularly well-suited for reasoning about social situations and relationships between an
individual and sets of individuals. Indeed, Chang’s examples suggest an intensional
reading of © as ‘useful’ or ‘enjoyable’. Given a unary modality [] and a binary relation
S(x,y) that we read as ‘z speaks to y’, the formula [z : S(z,y)] reads as ‘z finds
it enjoyable to speak to iy’ where x determines the truth of this sentence by inspecting
the the set ‘{z : S(z,y)}  of people speaking to y. The fact that whether or not « finds
it enjoyable to speak to y may depend non-monotonically on the set of people y con-
verses with suggests to interpret [ as a neighbourhood modality (as we will in fact do
in Example ).

2. Coalgebraic predicate logic can also be used to speak about ‘losers’, ‘jerks’ and
‘politicians’. In [2], these terms are defined using hybrid logic over Kripke semantics
where the underlying binary relation is understood as ‘respects’ or ‘admires’. For ex-
ample, a loser is understood as a person who lacks self-respect. In coalgebraic predicate
logic, the fact that « is a loser is expressed by the formula 20y : ~(y = z)]. We read
this formula as ‘everybody whom x respects has the property of being distinct from x’,
i.e. x lacks self-respect. Accordingly, our interpretation of [J (given in Detail in Exam-
ple @) in this example will be relational, and coincides with the Kripke-interpretation
over relational models. We leave it to the reader to express their own (or [2]’s) notions
of ‘jerks’ and ‘politicians’ in coalgebraic predicate logic. In Section Bl we will show
that coalgebraic hybrid logic is in fact equi-expressive to coalgebraic predicate logic.

3. Coalgebraic predicate logic also extends, for instance, majority logic [L1] to a
first-order setting. If we take = to be a politician if the majority of people known to
them distrusts z, then the fact that x is a politician is expressed by the formula zM [y :
D(z,y)] where M is the majority operator that we read ‘the majority of” (and assume
that majorities are taken among people that are known to an individual) and D(z, y) is a
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binary relation that expresses that x distrusts . We will make this semantically precise,
in the next example, by interpreting M as the majority operator of [[L1]].

The semantics of coalgebraic predicate logic is given, as usual, in terms of a first or-
der structure and a variable assignment. Crucially, the first-order structure must ac-
commodate for the interpretation of the modalities present in the similarity type A and
must provide a uniform interpretation of modalities. We therefore understand first-order
structures for /A as an enrichment of the standard notion of first-order structure with a
device to interpret modalities. In our (coalgebraic) context, the interpretation of modal
operators is given by A-structures.

Definition 2. A A-structure is an endofunctor 7" : Set — Set on the category of sets,
together with an assignment of predicate liftings, that is, a set-indexed family of maps

[V]x : (QX)" = Q(TX) (X € Set)

for every n-ary modal operator O € A. Here Q is the contravariant powerset functor,
and we require naturality of [©], that is, (T'f)™! o [O]y = Ox o (f~1)™ for every
function f : X — Y. We usually denote A-structures by the underlying endofunctor 7',
when the underlying assigned predicate liftings are clear.

In the remainder of this paper, we assume that our chosen set A of modal opera-
tors comes equipped with a A-structure. We now take first-order structures to be 7-
coalgebras that are additionally equipped with an interpretation of the given relation
symbols.

Definition 3. A first-order structure (for A relative to a A-structure T') is a triple 9t =
(C,v,m) where (C,~) is a T-coalgebra,i.e. C'isasetand v : C — T'C a (transition)
function, and 7 is an interpretation of the predicate symbols, that is, 7(P) € C™ for
all n-ary predicate symbols P € 3. We silenty identify T-coalgebras with first-order
structures and leave the interpretation of predicate symbols implicit whenever this does
not cause confusion.

The semantics of coalgebraic predicate logic is best explained as the algamation
of coalgebraic modal logic and (standard) first-order logic. Given a T'-coalgebra
(C,7), formula ¢ of coalgebraic modal logic are interpreted as subsets [¢] C C.
The crucial clause for modal operators is [O(¢1,...,¢,)] = {c € C | v(c) €
[Cle(Ie1], - - -, [@n])}, discussed in detail e.g. in [13]. Informally speaking, the (coal-
gebraic) interpretation of O(¢1, . . ., ¢,,) is the set of individuals ¢ € C' that enjoy prop-
erty © (which depends on ¢4, ..., ¢,). In coalgebraic predicate logic, this interpreta-
tion is relativised to individuals: in a first-order structure 9t = (C, v, ), the formula
2Q[x1:¢1] ... [Tn:Pp] is true under a variable assigment o) if the individual J(z) has
property & which now depends on the sets of individuals z; that have property ¢;(x;).

Formally, we define truth 9,9 |= ¢ of a formula ¢ € CPL 4 in a first-order structure
9 = (C,~, ) relative to a variable assignment ¢J : V¢ — C by the standard clauses
for propositional and first-order connectives, augmented with

M9 2Ozl [on:dn] <= 7(0(2)) € [V]x([1]an,9, - [0l 0)
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where [¢]5; , ={c € C | M, Iy — c] = ¢} (we usually drop the subscript 01, ) and
Yy + c] is the same variable assignment as ) except it maps y to c.

Example 4. We continue Example [Tl and describe the structures that give rise to the
interpretation put forward above.

1. Chang’s original attempt generalises the neighbourhood interpretation of modal
logics to the setting of full first-order logic. For a similarity type A = {{J} contain-
ing a single unary operator, neighbourhood semantics is captured coalgebraically
by the A-structure N = Q o Q together with the predicate lifting defined by

[Olx(A) = {N e NX | A€ N}

which ensures that the standard modal neighbourhood semantics conincides with
the coalgebraic semantics of modal formulae. In a first-order setting, this exhibits
Chang’s original language (and its interpretation) as a special case of coalgebraic
predicate logic. In a first-order structure (C,~), every individual ¢ € C induces a
set v(c) € P(C) of neighbourhoods such that — in the spirit of the example —
finds it enjoyable to speak to y if the set [z : S(z,y)] is a (social) neighbourhood
of .

2. In [2]], hybrid logic is used to define losers, jerks and politicians, where notions
like respect or admiration are modelled by binary relations between individuals.
We replace relations by T-coalgebras for T'C' := PC' (P is the covariant powerset
functor) and interpret the (unary) model operator (I by [O]¢(A) := {B € PC |
B C A} which gives the standard semantics. The formula 20[y : =(y = x)] then
expresses that x is a loser, i.e. lacks an arc along the relation expressing self-respect.
We leave it to the reader to express the definitions of jerks and politicians given in
[2]). Indeed, hybrid logic is translatable to the language discussed here, see below.

3. As a slight variation, we may consider a predicate version of majority logic [11]]
where we again co-algebraise the relational semantics. We interpret formulae in-
volving an operator M (read ‘the majority ...") over coalgebras of type (C,~ :
C — BC) where BC := {f : C — N | f(c) # 0 only finitely often} using

[M]c(A) :=={feBC|> flx)>> fla)}

€A A

This differs from the original semantics of op.cit. but induces the same set of true
sentences. If we read M as the majority of people someone knows ... and R(z,y)
as likes, an unpopular person could be characterised by the sentence aMf{y :
—R(y,x)} stipulating that the majority of people = knows don’t like .

4. Frame classes can be combined: instead of using the relation symbol R in the pre-
vious example, we could consider coalgebras (C,v : C — TC) where TC :=
BC x PC gives a majority structure and a relational structure, and interpret the
operators M and [J by projecting out the components. Unpopular individuals are
then characterised as satisfying 2M[y : yO[z : =(z = x)]].
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3 Equipollence Results

3.1 Coalgebraic Standard Translation for CM L 5

The formulas CM L (X) of pure (coalgebraic) modal logic in the modal signature A
over X' (now all elements of X' are assumed to be of arity 1) are given by the grammar:
CM[/A ¢aw:P‘L|¢_>w‘®(¢lav¢n)v

where P € Y.
Satisfaction is defined with respect to 90t = (C, v, 7) and a specific pointc € C'in a
standard way, see e.g. [14115].

Proposition and Definition 5. Define the coalgebraic standard translation as

ST.(P) := P(x),
ST (O(P1,. .. b)) = aV[z: STy(d1)] ... [ : STx(Pn)],
ST,(L):=1,
S5T2(¢ = ) := STo(¢) = ST(¥).

Then for any ¢ € CMLA(X) and any M = (C,~,7),9,¢c, we have M, c E ¢ iff
M, Iz — ] E STx(9).

This definition is more straightforward than the standard translation into FOL of modal
logic over ordinary Kripke frames. Moreover, ST, uses only one variable from V*,
namely x itself. In fact, we can immediately observe that

Proposition 6. Whenever X' consists entirely of unary predicate symbols, the subset of
¢ € CPLA(X) obtained as the image of ST, for a fixed x € V* consists precisely of
equality-free and quantifier-free formulae in the variable .

Whereas the Van Benthem-Rosen theorem provided in [9] is a semantic characterization
of CM L wrt CPL,, Proposition [f] above is its syntactic counterpart. In fact, we can
combine the two results to obtain.

Corollary 7. Whenever X consists entirely of unary predicate symbols (and there are
no function symbols), the behaviourally-invariant (over finite structures) formulas of
CPL, in one-free variable are up to equivalence (over finite structures) precisely the
equality-free and quantifier-free formulas in the single-variable fragment of CPL .

No such syntactic characterization exists for formulas of ordinary first-order logic in-
variant under bisimulation. Of course, we can do better thanks to the somewhat more
modal character of CPL syntax as compared to ordinary FOL.

3.2 Hybrid Languages

In this section, we generalize the results of [4]. Our ultimate goal is Theorem [13] be-
low which establishes the equivalence of CPL with the hybrid languages C'HﬁkA and
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C”HEX’@. Both correspondences also hold for ordinary predicate logic over relational
structures (FOL) and extend to CPL. We take this as yet another indication that CPL
is natural and well-designed both as a generalization of FOL and “the” predicate logic
cousin of existing coalgebraic formalisms.

This is our main, but not the only motivation. We progress towards this result step-by-
step, extending the modal language gradually with new hybrid constructs. In this way,
we reveal that a similar correspondence exists between natural fragments of CPL and
weaker hybrid languages, most importantly between quantifier-free CPL and C”Hﬁk@—
something which has no analogue in the FOL case.

Again, obviously the correspondence between fragments of CPL and extensions of
CML is tighter than in the case of FOL and ML only due to the modal flavour of CPL.
However, results such as Corollary[10lare useful spadework: any model-theoretic tool to
be developed—say, a variant of E-F games—would be adequate for an extended coalge-
braic modal formalism (e.g., C”Hﬁk@) iff it is adequate for the corresponding fragment
of CPL (e.g., the variable-free fragment), so we are free to work with whichever formal-
ism we find more convenient at a given moment. This is closely related to our present
research efforts. The straightforward correspondence also provides a good starting point
for an extension of research programme sketched in [5]—see Remark [T4] at the end of
this section.

Given a supply of world variables V' that we are going to keep fixed and implicit,
we define the following coalgebraic hybrid languages

CHLY® ¢, 2P L= Dt dn)| Qe |hz.0
CHL o, 2Pl L= Q... én) | A [L2.0
CHLY®  dpu= 2| P|L|¢p 0| Qbr,....0n) | Qoo | V2.0

(VS
P

where z € V. We refer the reader to, e.g, [15/415] for the semantics. The extension of
the standard translation to these formalism is unproblematic in some cases, just like in
the case of ordinary hybrid logic over Kripke frames:

STy(2):=x =2, STy(Ap) :=V2x.STy(p), STy(Vz.0):=Vz.5T;(¢).
One is tempted to put forward also

ST&L’(@Z¢) = ST1(¢)[Z/17], ST&L(\LZ¢) = STx((b)[x/Z]

However, with other clauses remaining the same, this could work only if [z/z] denotes
capture-avoiding substitution. Sadly, this in turn would entail forsaking the luxury of
using just one designated variable for comprehension. Guillame Malod (see [6]]) ob-
served that if we restrict the supply of variables, a translation along the above lines—
indeed first proposed in the literature (which shows that the present discussion is less
trivial than it might seem)—would fail even when embedding the hybrid logic over
Kripke frames in the two-variable fragment of FOL. Malod’s counterexample used nest-
ing of modalities of level two, but as our translation uses just one designated variable,
ST would go wrong already on formulas of depth one. Just consider ST (] z.0z): we
would obtain [z : = x|, which is a formula with a completely different meaning.
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There are two ways out. First is to redefine

STmod,(Q,¢) :==Va.(x = z = ST,(¢)), (1)
STmod,({z.¢) :=Vz.(x = z = ST,(d)). 2)

The second is to keep ST for hybrid formulas as defined above and change the modal
clause instead:

ST2(O(@1,- -, 0n)) = 2Dy - STy(P1)] .. [y = STy(Pn)], 3

where y 1is the first (in some fixed enumeration) variable not used in
STy(é1),-..,5T4(¢rn); by not used here we mean both free and bound usage. Fur-
thermore, to ensure that the translation works correctly, we have to assume that neither
x nor y appears in V. While the requirement to use more bound variables can be
cumbersome—particularly for infinite sets of formulas—we prefer this option, as it
makes it easier to characterize weaker hybrid languages as suitable syntactic fragments
of CPL.

We can now state a generalization of both Proposition 3] and corresponding results
from the hybrid logic literature—see, e.g., [4] for references:

Proposition 8. For any ¢ € CHL ) and any M = (C,~, w), 9, ¢, we have M, 9, c E ¢
IO, Iz — ] E ST4(¢).

As is well-known in the hybrid logic community—see again [4] for references—there
is also a translation in the reverse direction for sufficiently expressive hybrid languages.
This also generalizes to our setting, see Table[Il

Table 1. Coalgebraic Hybrid Translation from quantifier-free CPL to C”Hﬁk@

HT(P(x)):= @Q,P HT(z =y):= Quy
HT(Ll)= L1 HT(¢p — )= HT(¢) - HT(v)
HT (zQy1 : 1] [yn : dnl) = QOUy1.HT(¢1), .., dyn-HT(¢n))

Proposition 9. For any ¢ € CPL, and any M = (C, v, ), ¥, ¢, we have
M, I, cE HT () iff M, ¥z — ] F ¢.
Combining Propostions[@Qand [§] we get:

Corollary 10. Whenever X' consists purely of unary predicates (and no function sym-
bols), C'f—lﬂk@ is expressively equivalent to the quantifier-free fragment of CPL,, as-
suming V' contains V'V plus a disjoint infinite supply of additional individual variables
(used for comprehension).

Remark 11 (Quantifier-free CPL as the bounded fragment of FOL). In the case
of ordinary FOL, the fragment equivalent to C?—lﬁk@ is characterized as the bounded
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fragment, see, e.g., [1]]. In fact, our formula 2Oy : ¢], despite being quantifier-free on
the surface, can be described as a form of bounded quantification. This can be formal-
ized as a result stating that over coalgebras for the covariant powerset functor (Kripke
frames), quantifier-free CP L, is equivalent to the bounded-fragment of ordinary FOL,
where the role of © in CP L, is played by the binary relation symbol R in FOL; details
are left to the reader.

Remark 12 (Chang’s original syntax). As already mentioned, our syntax is slightly
different to the original one proposed by Chang [7]]. In that paper, there were no explicit
comprehension variables and even in the enriched syntax which allowed constants and
function terms, the term on the left-hand side of ¢ had to be a variable. This vari-
able was reused then on the right side of © as the comprehension variable. In other
words, Chang’s z0¢(z) was equivalent to ours 29[z : ¢(x)]. In presence of quan-
tifiers, which can be used to simulate the effect of capture-avoiding substitution as in
STmod (this trick in fact stems back to Alfred Tarski), the two languages are obviously
equivalent. But when considering fragments, as we do here, the equivalence breaks
down; without quantifiers, Chang’s syntax does not allow (2) and simple renaming of
the comprehension variable on the right-hand side of © as in (@) is not possible either.

There are two usual routes in hybrid logic to achieve full first-order expressivity. One
is to add universal quantifiers over V¥ in presence of the satisfaction operator Q. The
other is to add the global modality A in presence of the downarrow binder |. The hybrid
translation is extended then as follows:

HTve(Vx.¢) := Ve . HT (¢)
HTa(Vx.0) :==Ly.A lz.Aly — ¢)

In HT 5, we need the proviso that y is not occurring in the whole formula.

Theorem 13. CHCkA, CHEX’@ and CPL ), are expressively equivalent.

As we can use STmod, now and keep reusing x as the comprehension variable, it is
enough to assume that V' = V% U {z}. Since @,¢ is definable in presence of A (as
A(z — ¢), | is definable by the universal quantifier over V¥ (as Vz.(z — ¢)) and A is
definable by combination of V and @ (as Vy.Q, ¢, where y is not used in ¢), we get in
fact seven equivalent languages: CPL,, Chang’s original language, C'Hﬁj{A, C'HEX’@,
C”HEkA with @, C’HEX’@ with | and the jumbo hybrid language with all connectives
introduced above.

Remark 14. The equivalences stated here extend to the case of CHL, and CPL, en-
riched with quantification over predicates (i.e., second-order languages). It would be
interesting to follow more thoroughly the program of coalgebraic abstract model the-
ory both above and below CPL, (see Ten Cate’s PhD Thesis [5] for spadework in
abstract model theory below first-order logic).
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4 Proof Theory

4.1 Axiomatisation of Coalgebraic Predicate Logic

This paper’s companion [9] already gives a complete Hilbert calculus for coalgebraic
predicate logic that we review briefly here before giving an axiomatisation in terms of
a cut-free sequent system. The crucial aspect of this system (and also of the sequent
system that we will describe) are one-step rules that describe the geometry of the A-
structure under consideration.

The modularity of coalgebraic predicate logic in the precise notion of structure ne-
cessitates that we cannot commit to a fixed set of rules. Instead, we import modal deduc-
tion rules into a first-order setting. It can be shown [[13] that these deduction rules can
be restricted to so-called one-step rules that have a very specific format. More precisely:

Definition 15. A (CM L) one-step rule over a similarity type A has the form

F1:>A1 Fk:>Ak

R
Q?1pla ) Q?npn = QQnJrlpn-l-la ceey QQnJrrnpn-l-Tn( )

where k,n,m > 0,01,..., Qi € A, pi = (pi, ... ,p?(i)) are vectors of proposi-
tional variables according to the arity a(i) of ©; and I,..., [}, Ay, ..., A, C {p] |

1<i<n,1<j<a(i)}. We denote the conclusion of (R) by I'r = Ag.

For the Hilbert-style axiomatisation of CPL, we write @, y, ... for finite sequeneces of
variables and define derivability HR F as the the least set of formulae that is closed
under modus ponens and contains axioms listed in Table 2l We have shown in [9] that

Table 2. Axioms of Coalgebraic Predicate Logic

EG1 all propositional tautologies

EG2 Vy.(Vz.¢p — ¢)

EG3 Vy.(Vz.(¢ — o) = (V.9 — Va.4)))

EG4 Vy.(¢p — Vx.¢) if x is fresh for ¢

EG5 Vy(z =)

EG6.1 Vy.(x = z —» P(u,z,v) = P(u,z,v)for P € ¥ U {=}

EG6.2 Vy.(x =2z = 2Q[y1:¢01] ... [yn:dn] = 20y1:01] ... [yn:dn])

CONG VYy.(Vz.(A'_(¢pi « ¥i)) = Va.(axQfz : ¢1] ... [z : dn] & @Dz 1] ... [z : Pa])))
ONESTEP(R) Vy.Vz.(Vz.(Pi A--- AN Py) — C)

In ONESTEP, R ranges over the one-step rules in R of the form above and C = [0, z, z](A I'r — \/ AR) represents
the conclusion of the rule and P; = (A I'; — \/ A;)o its premises, where o sends each p; to a formula of CPL 4 and

[0, , 2] is the inductive extension of the map sending each ©;p; to 29V, [z : o(p;)] - - [ a(p?(i))]).

this calculus is complete for strongly one-step complete rule sets. One difference is
that—as we are working here with (counterparts of) sequent-style rather than of Hilbert-
style one-step rules—our ONESTEP(R) has a slightly more general syntactic shape
than the corresponding axiom in [9].
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Definition 16. Given any supply of primitive symbols D (which can be any
set), define Prop(D) as the set of boolean combinations of D and A(D) =
{Qdy,...,dy)|d1,...,dn, € Dand Q € Ais n-ary}. For any C € Set, given a valu-
ation 7 : D — P(C), we write C, 7 = aif 7(a)) = T for all @« € Prop(D). We under-
stand [x]rc,r, i.e., the interpretation of x € Prop(A(Prop(D))) in the boolean algebra
P(TC) under 7, as the inductive extension of the assignment [O(aq,...,an)]rx,r =
[Clc(t(aq),. .., 7(an)). We write TC, 7 = x if [x]|rc,r = TC, and t =pc  x if
t € [xlrc,-- A set = C Prop(A(Prop(D))) is one-step satisfiable with respect to T if
NyezlXlrer # 0.1 D € P(C) and 7 is just the inclusion, we will usually drop it
from the notation.

Definition 17. Let P be the set of propositional variablesand R =] = Ay, ..., [}, =
Ay / I'r = Apg aone-step rule. We denote A{A I — \/ A; |1 < i<k} (€ Prop(P))
and \ I'r — \/ Ag (€ Prop(A(P))) by Prem(R) and Conseq(R), respectively. R is
one-step sound if TC, T = Conseq(R) whenever C, 7 = Prem(R) for a valuation
T : P — P(C), for all R € R. Given a set R of one-step rules and a valuation
7:P = P(C), aset = C Prop(A(Prop(P))) is one-step consistent (with respect to
7) if the set = U {Conseq(R)o | 0 : P — Prop(P); R € R;C, 7 |= Prem(R)o} is
propositionally consistent. A rule set R is strongly one-step complete (S1SC) for a A-
structure if for every set C, any = C Prop(A(Prop(P))) and any 7 : P — P(C), = is
one-step satisfiable with respect to 7 whenever it is one-step consistent with respect to 7.
We say that a set of rules is finitary S1SC if the above holds whenever 7 : P — Pgy, (C)
(but not necessarily for arbitrary 7).

The following was established in the companion paper [9].

Theorem 18. The Hilbert-calculus is sound and complete, i.e. HR = ¢ if and only if
M, I | ¢ for all first-order structures M and all variable assignments 9 provided R
is strongly one-step complete (S1SC) and one-step sound.

Strongly one-step complete rule sets are somewhat restrictive, but they do exist for
Chang’s original logic in terms of neighbourhood semantics and for coalition logic.
Here, we are complementing the axiomatisation of coalgebraic predicate logic by a cut-
free, complete sequent calculus. Our basis is the system G3c of [17] that we extend
with modal rules that describe the (fixed) A-structure T'. We take sequents to be pairs
(I, A), written I' = A where I, A C CPL, are finite multisets. The sequent calculus
for coalgebraic predicate logic contains three types of rules: the standard logical rules
for first-order logic, rules for equality and rules for the modal operators. The logical
rules are standard as in Table 3l The formula introduced in the conclusion of a logical
rule is called the principal formula of the rule.

The equality rules from Table[3lallow us to replace equals for equals both in predicate
symbols and in modal formulae of the kind zQ[y1:¢1] ... [yn : ¢n |. Equality rules do
not have principal formulae.

To account for the modal operators, we incorporate the one-step rules R into the
sequent system and write ¢ for o(p) as in ONESTEP(R). Then, we transform the
axiom into its sequent form as follow:

{(Lio)ly/z] = (Aio)[y/z] |1 < i<k} yfresh
201[z:p1],. ., 200 [T i pn]| = 20041 [ T Pnt1], -, 29 +m [T Prgm |
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Table 3. Sequent Rules of Coalgebraic Predicate Logic

Logical Rules

(A)é, I = A, ¢ (¢ atomic) (L)L, I = A
(L) ¢¢Xw¢§1AA &) ?i A, ¢FA:1>/; o
A N G Fingi e

" észﬁ, rw:’FA:> ° (RH)F¢’;A:,>¢A:#¢

where ¢[y/z] stands for the formula ¢ with all free occurrences of z replaced by y and the
assumption of freshness means not occurring in the lower sequent of the rule.

Equality Rules

r=x,1=A
I'= A

oly/z),x =y, dlx/2], I = A

(Ref) =y, ¢[z/z], = A

(Repl)

In (Repl), ¢ is resticted to the atomic formulae.

z=y,z0z:¢1] ... [2:n],yQ2z: 1] ... [z:¢n], [ = A

(Ren) v=y,20[z:¢1]... [2:¢n], "= A

Modal Rules S(R): for every one-step rule of the form R € R,

{(Dio)ly/a), I = AT, (Aio)ly/a] |1 < i<k} ylresh

S(R) 2,20 [x:p1], ..., 200 [x:dn] = 20nr1 [T i Pnt1], -, 204 m [T Prgm ], O

where ¢ sends each p? to a formula ¢/ of CPL, and [z:¢i] = [x:¢}]...[z: ¢‘Z(i)] isa
finite sequence of comprehension expressions according to the arity a(i) of ©; and I't = AT
denotes the lower sequent.

(Admissible) Structual Rules

I'=A I'=A Lo, 0= A

I'= A ¢,¢
or—sn WRIp_ay (Conl) A

(WL) I'= A ¢

(ConR)

I'= A ¢ ¢, X =06

(Cut) [Y= A0
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Furthermore, we repeat the information of the lower sequent in all the upper sequents
to ensure the admissibility of contraction, and add a weakening context 3/, © to both
premise and conclusion. Finally, we obtain the desired form of S(R) in Table B The
formulae zQ; [x: ¢p; | are called the principal formulae of S(R).

Example 19. If (K) is the (one-step sound and one-step complete) rule set for the nor-
mal modal logic consisting of the rules
( ) P=4q1,--.,4qn

"Op = 0q1,- -+, Ogn
for all n > 0, we obtain the following first-order version
¢0[y/2], E,ZO[ZE:QSO] = ZO[$I¢1],. . 7Z<>[$:¢”]797¢1[y/z]? e ,¢n[y/z]

X, 20[x:do| = 20[x:d1],...,20[x: 0], O

(where y is fresh in the lower sequent) by the previous definition. Modal neighbourhood
semantics is axiomatised by the one-step rule

p=q q=p
C
© Up = Ugq

S(Kn)

which expresses that [J is a congruential operator. The first order version of (C) then
reads
poly/x], X, 20[x:¢o| = 20[x:1],0, ¢1]y/7]
Prly/x], X, 20[x:¢o] = 20[x:41],0, doly/7]

X, 200z:¢0| = 20[x:¢11,0
(where y is fresh in the lower sequent) which we shall later see to provide a complete
and cut-free axiomatisation of Chang’s original logic.

S(Q)

If R is a set of one-step rules, we write SR = I" = A if I' = A can be derived using
the logical and equality rules of Table[3] together with the rules S(R) from Table Bl for
every rule R € R. We write SRCut - I' = A if the cut rule (Cut) of Table[3is used
additionally. If 9t = (C, v, 7) is a first-order structure over a A-structure 7', we write
MI =T = AfMI = AT - VAand,asusual M = I' = Aif MJ =
I' = A for all variable assignments ¢ and finally T |= I" = Aif M = I' = A for all
first-order structures 9t over 7T'.

We show soundness and completeness of the sequent system SR by translating into,
and from, the Hilbert system HR which is known to be (semantically) complete. The
translation — initially using (Cut) in the sequent system — relies on a few routine facts
concerning structural rules that we now summarise (note that the definition of both SR
and SRCut does not involve structural rules). The structural rules are standard as in
Table 3f we consider weakening both on the left and on the right and the rules of left
and right contraction. Admissibility of weakening is standard:

Lemma 20. The rules of left weakening and right weakening are height-preserving
admissible in SR and SRCut.

Proof. By induction on derivations. Note that weakening is built into modal rules S(R)
that are derived from one-step rules in R. The other cases than S(R) are done, e.g., as
in [17, Lemma 3.5.3] and [[10, Theorem 3.2.1 and Theorem 4.2.7].
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Finally, we note one consequence of the congruence rule before we show that both
systems HR and SRCut have the same deductive power provided that the rules absorb
congruence. We introduce the concept of absorption in a slightly more general form
which will be used later.

Definition 21. We say that a set S of sequents covers a set S” of sequents if each ele-
ments of S’ is a subset of some element of S’. We write S > S’ if S covers S’ where we
identify sequents with singleton sets. A set R of rules absorbs arule P/C if there exists
arule R = Q/D € R such that P> @ and D > C. A rule set absorbs congruence if it
absorbs the rule

PL=q ... DPn={(qn g1 =P1 --- Qqn = Dn

(CongQ)
Qp1y.--son) = Vg1, .-, qn)

and it absorbs monotonicity of © in the i-th argument if the rule

Pi = 4

(Mon;)
' Qp1s---5vn) = Qp1y -+ Pio1,Gis Pit1, - - Pn)

is absorbed.

Lemma 22. Suppose that R absorbs congruence. Then SR - I',¢ = ¢, A for all
formulas ¢.

Proof. Here we assume for simplicity that R consists of unary modal operators alone.
As R absorbs congruence, the rule (CongQ)

{1 gily/a] = dily/x], A1 <i<n} - AL ily/a] = ¢ily/a], A[1 < i <n}
I20[z: ¢] = 20[x: Y], A

(where y is fresh in the lower sequent and n is the arity of ) is admissible in SR (and
SRCut). This allows us to proceed by induction on the structure of ¢, where (Cong®)
deals with the inductive case where ¢ is of the form 2Oy : ¢].

One direction of the translation between the two proof systems can now be given as
follows:

Theorem 23. Suppose that R absorbs congruence and let HR = ¢. Then SRCut F=
o.

Proof. First, we demonstrate admissibility of modus ponens in SRCut by

=¢=9 =0 =

(Cut)
(Cut) o= =9
=1

where the derivability of ¢ — 1), ¢ = 1) is easily estabilished by Lemma[2] Note that,
in our proof of the theorem, we need (Cut) only for this admissibility.

Then, it suffices to show that all the axioms of HR (recall Table[3) are derivable in
SR (here we do not need the cut rule). Since this is easy to show for non-modal axioms,
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we focus on (EG6.2), (CONG) and (ONESTEP(R)). First, (EG6.2) is derivable by
(Ren) and Lemma 221 Second, the derivability of (CONG) follows from Lemma 22]
Finally, let us move to the provability of (ONESTEP(R)). Suppose that R = I} =
Aq,..., Iy = Ap/I'r = Apg is a one-step rule as in Definition We obtain the
following derivation where N = {1,....n}and M ={n+1,....,n +m}:

(LY) {Pily/z] A+ A Puly/a], (Tio)[y/z] = (Aio)[y/z] |1 < i < k}
{Vz.(PL A~ A Pp), (o) y/z] = (Aio)[y/=] |1 < i < k}
S(R),(WL/R
( ()L/(\ R\//) ) V. (PLA---APp), {z0i[x: ps] |1t € N} = {20z : ¢p;] |1 € M}
’ Va.(PyA - APy, N{z9iw: ¢illi € N} = \/{z0i[@: ¢:]]i € M}

which shows derivability of the axiom ONESTEP(R) as the top sequent is readily seen
to be provable in SR (recall that P; means (A I; — \/ 4;)o).

For the converse direction, absorption of congruence is not required.

Theorem 24. Suppose that SRCutt 1" = A. Then HRE NI — \ A

Proof. Tt suffices to show that all the translations of the axioms and rules of SR are
derivable in HR. We can easily handle the cases of the axioms and rules for logical
connectives of first-order logic. As for O € A, the provability of the translation of
(Ren) and S(R) follows from (EG6.2) and (ONESTEP(R)), respectively. O

As a corollary, we obtain (for the time being, in a calculus with cut) both soundness and
completeness of the sequent calculus.

Corollary 25. Suppose that R is one-step sound and strongly one-step complete. Then
SRCut-I'= Aiff=T = A

Proof. By Theorems 23] and 24] in conjunction with soundness and completeness of
HR (Theorem [I8). The absorption of congruence was shown in Proposition 5.12 of
[12].

A paradigm example of a set of rules satisfying the assumptions of Corollary 25]is C
and its CPL translation S(C) from Example[I9above.

As we have remarked above, the assumption of strongly one-step complete rule sets
is limiting in that there are only few examples. The companion paper [9] gives a com-
plete Hilbert-style axiomatisation also for bounded operators. We repeat the definition
for convenience:

Definition 26. A modal operator Q is k-bounded in i-th argument for £ € N and with

respect to a A-structure T if for every C' € Set and every A1,..., 4, CC,
[QHC(A:l?"'?An): U [[CQ]]C(AD"'aAi—lvaAi+1a"-aAn)~
BCA; #B<k

Note that this implies in particular that © is monotonic in the i-th argument. Exam-
ples of bounded modalities include the standard ¢ of relational modal logic interpreted
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over Kripke frames, graded modalities over multigraphs and we refer to [15] for more
examples. In the Hilbert-calculus, boundedness is reflected syntactically by the axiom

BopLy VY. (2Qy1 t d1] v [Yn : dn] & F21 oo 2 (2Qfy1 s d1] - [yio1 : i1
[ityi =21V Vi = 2] [Yirr : Gir] oo [yn 0] A N ilz/i))

Jj<k

where each z; is fresh for all the y;s and ¢;s. The derivability predicate induced by
exteding the Hilbert calculus HR by the boundedness axiom above gives completeness
under weaker conditions.

Definition 27. We write BHR F ¢ if ¢ is derivable in HR where additionally
(BDPLy ;) is used for every operator that is k-bounded in the i-th argument.

Strictly speaking, the derivability predicate B4R should include information about
precisely which operators are assumed to be k-bounded in the i-th argument, but this
will always be clear from the context. In the presence of boundedness, completeness of
the Hilbert-calculus can be established under weaker conditions, where we again refer
to [9]] for details:

Theorem 28. Suppose that R is one-step sound and finitary strongly one-step complete
over a A-structure T Let each operator be bounded in every argument. Then BHR ¢
iff M, 9 = ¢ for every first-order structure 9 and every variable assignment .

We can reflect boundedness in the sequent calculus by adding a paste rule, similar in
spirit to the paste rule of hybrid logic [3 Section 7] which was generalised to a coalge-
braic setting in [[15]. In a sequent setting, this rule takes the form

LaQfziign] - [zl [y \/ v=21lzi1:di] - [2n:6n],
1<j<k

dlz1/y), ., dlzn/y] = A 21,. .., 2k fresh

Paste”
(Paste?) L2021 :¢1] - [@icr:bia ][y : 8] [Tiv1:bisa] - [Tnidn] = A

where 21, ..., i are pairwise distinct fresh variables. Additional use of the above paste-
rule in the system SR is denoted by BSR, that is, we write BSR I = Aif ['= A
is derivable in SR where (Pastef) may additionally be applied for every modality that
is k-bounded in the ¢-th argument.

In what follows, we assume that R absorbs the congruence rules for all © € A and
monotonicity of all operators that are k-bounded in the i-th argrument.

Lemma 29. Suppose that R absorbs congruence. Then, the replacement axiom x =
Y, plz/z] = Ply/#] is derivable in SR.

Proof. By induction on ¢ (note that we do not need the cut rule in this proof). It suf-
fices to check the case where ¢ is of the form vQ[w : 4)], since the other cases than
zQ[x : 1] are done, e.g., as in [17, Lemma 4.7.2 (i)] and [10, Lemma 6.5.2]. For sim-
plicity, let us consider the case where ¢ is vO[w : 9] (i.e., © is unary). In order to
show the derivability of x = y, (vQ]w : ¢¥])[x/z] = (vVO[w : ¥])[y/z], here we only
consider a case where z = v and z # w as follows.
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y =z, 9ly/2]w' jw] = ylz/z][w' /w]
@ =22 =y, Yly/w' /v] = P/’ /v]
z =y, Pla/2w /] = Ply/w’ jw] v =y, ly/w' jw] = ylz/z]w' /w]
z=1y,yQfw : Ylz/z]] = 20w : Yly/z]]
W ey 0w wla/2l1 = 40T /2]

(Repl). (WL)
(Ref)

(CongQ)

where w' is fresh in the lower sequent of Cong(Q) and two top sequents are provable
in SR by induction hypothesis.

Theorem 30. Suppose that R absorbs congruence and monotonicity in the i-th argu-
ment of every operator that is k-bounded in the i-th argument. Then BHR & ¢ implies
that BSRCut F= ¢.

Proof. First of all, if R absorbs monotonicity in the i-th argument of O € A, the rule

I gily/a] = ¢ly/a], A
I20[x: ¢] =20z 1] ... [z i1 ][z Y[z Pit1]... [z :dn], A

(where y is fresh in the lower sequent) is admissible in BSR (and BSRCut). Almost
all the arguments are the same as the proof of Theorem 23] except that we need to
show the provablity of (BDLP) by (Paste) (The only place we need the cut rule is the
derivability of modus ponens). More precisely, we can show the left-to-right implication
of (BDPL) by means of (Paste?) and (Mon;) gives the reverse direction. For example,
when Q is unary and 1-bounded, the derivability of the right-to-left direction of (BDPL)
is demonstrated as follows.

(Mony)

w = v, plw/y] = dlv/y]

((l\éil)) v=0,v=w,w =v,pw/y] = d[v/y]
v=u0,v=w,pw/yl = ¢[v/y]
(Ref)
v=w,¢lw/y] = ¢[v/y]
(Mon) CQ|_ . _ —| = QQ .
i ° y:y=wl,olw/y] = 20y : ¢]
(L3 2Qly :y =w] A dlw/y]) = xQ[y : ¢|

Fz2.(2Qfy : y = 2] A dlz/y]) = 20y : ¢]
where the top sequent is the replacement axiom, which is derivable by Lemma [29]

The reverse direction of Theorem 30 is established analogously to Theorem 24] and
again absorption properties are not needed.
Theorem 31. BSRCutt+ I' = Aonlyif BHR - AT — \/ A.

Proof. The only difference from the proof of Theorem [23]is to need to care about the
translation of Paste. However, we can easily establish this by the axiom (BDLP). O

As in the non-bounded case we obtain semantic soundness and completeness, but under
weaker coherence conditions.

Corollary 32. Suppose that R is one-step sound and strongly finitary one-step com-
plete. Then BSRCut -1 = Ajff=1T = A
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Proof. By Theorems[30] and 31l Note that absorption of congruence and monotonicity
follows from (strong, finitary) one-step completeness as in Proposition 5.12 of [[12].

A canonical example of a rule set satisfying the assumptions of the above corollary can
be obtained by taking K of Example [19] and extending it with (Pasteéf )fori =k =
n = 1.

4.2 Elimination of Contraction and Cut

Note that a priori we cannot expect that cut elimination holds for cuts between two
instances of modal rules: the set R of one-step rules can possibly consist of a single
rule, and a cut between this rule and itself may not be derivable. We therefore need to
impose an additional requirement, cut and contraction closure to deal with this case.

Definition 33. Let .S be a finite set of sequents. The set of sequents that can be derived
from premises .S using (only) the contraction rules is denoted by Con(.S). Similarly,
the set of all sequents that can be derived from premises in S using (only) the cut rule
is denoted by Cut(S). A rule set R absorbs contraction if, for all rules R = P/C € R
and all ¢’ € Con(C) there exists arule R = Q/D € R such that Con(P) > @ and
D> C’. A rule set R absorbs cut, if for all pairs of rules in R

P1 P2

Bnsoane By n S a,

there is arule R = P/C € R such that Cut(P, U P) > Pand C' > Iy, I = Ay, As.

Informally, absorption of cut and contraction allows us to replace an application of cut
or contraction to the conclusions of rules in R by a possibly different rule with possibly
weaker premises and stronger conclusion. While these definitions are purely syntactic,
a semantic characterisation has been given in [12] in terms of one-step cut-free com-
pleteness. For many A-structures, including those for probabilistic and graded modal
logic, the modal logic K, the logic of (monotone) neighbourhood frames, one-step cut-
free complete rule sets are known. In particular, these rule sets satisfy absorption of cut,
contraction and congruence [[12, Section 5].

The absorption requirements directly translate into proof-theoretic properties of the
associated sequent calculus for coalgebraic predicate logic that we now collect. Note
that weakening is built into one-step rules so that weakening is always admissible with-
out further assumptions.

Lemma 34. All the logical and equality rules of SR are height-preserving invertible.

Lemma35. [f SR - I' = A and y is fresh in I' and A, then If SR + I'ly/x] =
Aly/z] with the same height of derivation.

Proposition 36. Suppose R is a set of one-step rules over a similarity type A. If R
absorbs contraction, then the rules (ConL) and (ConR) are admissible in SR.
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Proof. By induction on the structure of proofs with the help of Lemmas [34] and
We have to use absorption of contraction to replace an application of a contraction rule
to the conclusion of S(R) in order to replace the application of S(R) by (a possibly
different) rule S(R').

We now turn to cut-elimination, where the majority of the cases are straightforward,
and in fact identical to the cut-elimination proof in first-order logic.

Theorem 37 (Cut Elimination). Suppose that R absorbs cut and contraction. Then
the cut rule is admissible in SR.

Proof. We proceed by double induction on the size of the cut formula and the size of
the proof tree. In all cases that do not involve the application of a rule S(R) for some
R € R itis straightforward to either propagate the cut upwards or to replace the cut by a
smaller cut formula using the fact that contraction is admissible. Now fix a one-step rule
R and consider the cuts involving S(R). For cuts between S(R) and another S(R'), the
cut may be eliminated by the fact that R absorbs cut. For cuts between S(R) and an
equality rule, the cut can be propagated upwards in the proof tree. For a cut between
S(R) and a logical rule, we distinguish two cases depending on whether or not the cut
formula A is principal in one of the rules.

In case A not principal in S(R) the cut may be eliminated by choosing a different
weakening context in the application of S(R). In case A is principal in S(R) we observe
that A is of the form Q[ y : ¢ and therefore cannot be principal in a logical rule. This
allows us to propagate the cut upwards in the proof tree.

As an immediate corollary, we obtain completeness of the cut-free calculus assuming
that R is strongly one-step complete:

Corollary 38. Suppose that R is one-step sound and strongly one-step complete over
a A-structure T.Then = I’ = Aiff SR+ T = A

Proof. This follows from Theorem [37] with the help of Proposition 5.11 and 5.12 of
[12]], the latter asserting precisely the absorption of cut and congruence.

The situation is more complex in presence of bounded operators where completeness
of the Hilbert calculus is only guaranteed in presence of (BDPL), and completeness
of the associated sequent calculus relies on (Pastef). The difficulty in a proof of cut-
elimnation is a cut-end derivation where a cut is performed on xQ[y; : ¢1] ... [yn :
¢n | which is introduced by (Pasteéf ) and a (one-step) rule where the same formula is
principal. We leave this as an open problem:

Open Problem 39. Is there a way to modify the rules of BSR so that completeness
with respect to BHR holds and cut is admissible?

5 Conclusions

We believe that results obtained here, particularly in Section [3| strengthens the claims
first made in [9] concerning naturality of CPL as a (or perhaps “the”?) predicate
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counterpart of existing coalgebraic formalisms. As concerns sequent systems and cut-
elimination results in Section 4] we have fully achieved our goals for those functors
and signatures which are “sufficiently neighbourhood-like” (S1SC). We are presently
working on the intriguing question whether a constructive proof of cut-elimination can
be given on the “Kripke-like” end, i.e., Open Problem[39] We refer the reader to [9] for
more on open problems and future work.
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