
  

Monday
Probability theory

Uncertainty and coding

Tuesday
The weak law of large numbers

The source coding theorem

Wednesday
Random processes
Arithmetic coding

Thursday
Divergence

Kelly Gambling

Friday
Kolmogorov Complexity

The limits of statistics

Crash course
13 January – 17 January 2014

12:00 to 14:00

Student presentations
27 January – 31 January 2014

12:00 to 14:00

Location
ILLC, room F1.15,

Science Park 107, Amsterdam

Materials
informationtheory.weebly.com

Contact
Mathias Winther Madsen

mathias.winther@gmail.com

ILLC Project Course in Information Theory



  

PLAN

● Binary intervals

● Codes for binary 
intervals

● Inner binary 
intervals

● The chain rule for 
intervals

● Arithmetic coding



  

A binary interval is an interval of  the form 

[ s 2–k, (s + 1) 2–k ],

where s and k are integers.

Yes!

Yes!

No!!

No!!



  

Binary intervals have names.



  

Binary intervals have names.

~ 10

~ 011

~ ?

~ ?



  

Binary intervals have names.

~ 10

~ 011

~ 1

~ 00



  

A distribution is a set of  intervals



  

A distribution is a set of  intervals

which can be approximated by binary intervals.



  

which can be approximated by binary intervals.

The binary intervals have names.

A distribution is a set of  intervals



  

 [0, .4]  [.4, 1]
[0, 1/4] [1/2, 1]
  00  1

 [0, .3]   [.3, .6]  [.6, 1]
[0, 1/4] [3/8, 1/2] [3/4, 1]
  00 011 11

 [0, .2]   [.2, .4]  [.4, 1]
 ?    ?  ?
 ?    ?  ?



  

 [0, .4]  [.4, 1]
[0, 1/4] [1/2, 1]
  00  1

 [0, .3]   [.3, .6]  [.6, 1]
[0, 1/4] [3/8, 1/2] [3/4, 1]
  00 011 11

 [0, .2]   [.2, .4]  [.4, 1]
[0, 1/8] [1/4, 3/8] [1/2, 1]
 000 010  1
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Conditional distributions 
are also distributions



  

But by the chain rule, they 
should be downscaled.
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Arithmetic coding:

1. Distribute the unit line into segments 
according to your probability estimates.

2. Whenever a new observation arrives, 
subdivide the interval corresponding to 
that observation according to your 
conditional probability estimates.

3. Keep dividing and subdividing, and 
always use your best probability estimate 
of  what the next character is going to be.

4. When the text ends, find the inner 
binary interval and output its codeword.
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