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Stochastic Processes

Stochastic Process {X;}

Definition (Stochastic Process)

A discrete stochastic process is a sequence of RVs:

ceey X3y X2, X1, X0y X1, X2, - -
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Stochastic Processes

Stochastic Process {X;}

Definition (Stochastic Process)

A discrete stochastic process is a sequence of RVs:

ceey X3y X2, X1, X0y X1, X2, - -

* Characterized by its joint probability mass function:

Px, %G X (X15X2 .0y X))

* Arbitrary dependence between RVs
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Stochastic Processes
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Markov Process

Markov Process {X;}

Stochastic process with the Markov property

Definition (Markov Process)

A stochastic process is a Markov process if forn =1,2,...

P(Xn+1 =Xnt1 [ Xn =%Xn,..., X1 =%1)

= P(Xn+1 = Xn+1 | Xnn = %0)

For all x1,%x2,...,Xn,Xn+1 € X.
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Markov Process

Markov Process {X;}

Stochastic process with the Markov property

Definition (Markov Process)

A stochastic process is a Markov process if forn = 1,2,...

P(Xn+1 = Xn+1 |[Xn =Xy ..oy X7 :XJ)

Xt = st X = )

For all x1,%x2,...,Xn,Xn+1 € X.

Random variable only depends on its direct predecessor
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Stochastic Processes
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Markov Process

Time Invariant Markov Process |

Definition (Time Invariance)

A Markov process is time invariant if forn = 1,2,...,
PXny1 =a|Xn=b)=P(Xa=a|X; =b)

forall a,b € X.

Defined by:
@ It's initial state
@® A probability transition matrix P

* P=[Pyl,i,j €{1,2,3,..,m}
* Where Pij; = Pr{Xn 1 =jlXn =1}
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Stochastic Processes
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Markov Process

Time Invariant Markov Process I1

P(Xni1 =blXn =a)
=P(X2 =blXy =a)
=P(Xo =b[Xs = a)

etc.
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Markov Process

Stationary Distribution

Given Px, (-) the probability mass function at time t + 1 is
defined as

Px, . () = ) Pxp)P(Xep1 = o[ X¢ =xx)

M=

|
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P(Xk)kaoc
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Stochastic Processes
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Markov Process

Stationary Distribution

Given Px, (-) the probability mass function at time t + 1 is
defined as

M=

Px, . () = ) Pxp)P(Xep1 = o[ X¢ =xx)

i

—_

|
hE

P(Xk)kaoc

~
I

If the probability mass at time t and time t + 1 are the same then
the process is a stationary process. In that case p is the stationary
distribution where p; = Px(1i).
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Stochastic Processes
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Markov Process

Stationary Stochastic Process

More precise:

Definition

A stochastic process is stationary if the joint distribution of any
subset of the sequence of RVs is invariant of shifts in the time
index.
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Markov Process

Stationary Stochastic Process

More precise:

A stochastic process is stationary if the joint distribution of any
subset of the sequence of RVs is invariant of shifts in the time
index.

That is,

PT‘{X] =X1,X2 =X2,...,Xn =Xn}
=Pr{Xi41 =%1, X241 =%x2,..., Xng1 =Xn}

for every n and every shift | and for all x1,%2,...,xn € X.
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Markov Process

Stationary Stochastic Process

In particular this means that for any stationary stochastic process
we have

P(Xn = a) =P(X; = a), vn, a.
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Markov Process

Stationary Distribution I

* In our example we can find the stationary distribution by
solving

WTp =T

* Thus the stationary distribution is related to a left
eigenvector of the probability transition matrix P where the
eigenvalue equals 1
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Markov Process

Irreducible and aperiodic Markov process

periodic aperiodic

Figure: Taken from Moser, 2013
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Markov Process

Irreducible and aperiodic Markov process

Given a time invartiant Markov process {X;} that is irreducible
and aperiodic.

{Xi} has a unique stationary distribution.
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Stochastic Processes
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Markov Process

Irreducible and aperiodic Markov process

Given a time invartiant Markov process {X;} that is irreducible
and aperiodic.

{Xi} has a unique stationary distribution.

Independent of the starting distribution Px, (-). Px, (-) will
converge to the stationary distribution pn as k — oco.

Entropy Rate of a Stochastic Process Timo Mulder, Jorn Peters



Stochastic Processes Entropy Rate of Stochastic Processes Finaly. . .

0000000008
Markov Process

Stationary Distribution II

Let us show that in the example pu = [%, %]

-

1

e

e
(S)

(R)
Px, ()
(

(

kK =
1
0

Px, (R)

Table: Convergence to stationary distribution when k — oco.
(Taken from Moser, 2013)
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Markov Process
Stationary Distribution II

Let us show that in the example pu = [%, %]

Px, () k=1 k=2

Px, (S) 1 1 =05
Px,.(R) 0 1 =05
Px, (+)

Px,.(S)

Px, (R)

Table: Convergence to stationary distribution when k — oco.
(Taken from Moser, 2013)
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Markov Process
Stationary Distribution II

Px, () k=1 k=2 k=3
Px,.(S) 1 1 =05 2=0625
Px,.(R) 0 1=05 32=0375
Px, (+)

Px,.(S)

Px, (R)

Table: Convergence to stationary distribution when k — oco.
(Taken from Moser, 2013)
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Markov Process

Stationary Distribution II

Px, () k=1 k=2 k=3 k=4
Px,(S) 1 1 =05 32=0625 15=0.59375
Px.(R) 0 7 =05 3=0375 13 =0.40625
Px, ()

Px, (S)

Px, (R)

Table: Convergence to stationary distribution when k — oco.
(Taken from Moser, 2013)
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Markov Process

Stationary Distribution II

Px, () k=1 k=2 k=3 k=4
Px,(S) 1 1 =05 32=0625 15=0.59375
Px.(R) 0 7 =05 3=0375 13 =0.40625
Px, () k=5

Px.(S) {55 = 0.6015625

Px(R) g =0.3984375

Table: Convergence to stationary distribution when k — oco.
(Taken from Moser, 2013)
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Markov Process

Stationary Distribution II

Px. () k=1 k=2 k=3 k=4
Px,(S) 1 1 =05 32=0625 15=0.59375
Px,(R) 0 1=05 3=0375 13=040625
Px. (1) k=5 k — 00
Px.(S) g =0.6015625 - 2=06

Px, (R) 3 =0.3984375 2=04

Table: Convergence to stationary distribution when k — oco.
(Taken from Moser, 2013)
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Entropy Rate of Stochastic Processes

Entropy Rate

The entropy rate of a state in the example is
H(X¢) = H( ) =h(

o B o )
x+p) x+p x+p3
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Entropy Rate of Stochastic Processes

Entropy Rate

The entropy rate of a state in the example is
H(X¢) = H( ) =h(

o B o )
x+p) x+p x+p3

This is not the entropy a the stochastic process.
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Entropy Rate of Stochastic Processes

Entropy Rate

The entropy rate of a state in the example is
H(X¢) = H( =h(

o B ) o )
o+ ot o+

This is not the entropy a the stochastic process.

So what is the entropy of a stochastic process?
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Entropy Rate of Stochastic Processes

Entropy Rate: Some Intuition
If {Xi}isii.d. it makes sense to say that H({X;}) = H(Xj).
— Entropy is average bits per symbol.
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Entropy Rate of Stochastic Processes

Entropy Rate: Some Intuition
If {Xi}isii.d. it makes sense to say that H({X;}) = H(Xj).
— Entropy is average bits per symbol.

However,

Example

{Yi} is a source with memory such that Py, (0) = Py, (1) = %
furthermore assume that

PY2|Y] (o | O) = O) PY2|Y1 (1 | O) =
PYzlY] (0 | ]) :O) PY2|Y1(1 | 1) =

Then Py, (1) = 1 which means that H(Y2) =0, H(Y2 [ Y1) =0,
H(Yni1 | Yn) =0and H(Yq,...,Yn) = 1.
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Entropy Rate of Stochastic Processes

Entropy Rate: Some Intuition
If {Xi}isii.d. it makes sense to say that H({X;}) = H(Xj).
— Entropy is average bits per symbol.

However,

{Yi} is a source with memory such that Py, (0) = Py, (1) =
furthermore assume that

N[—=

PY2|Y] (o | O) = O) PY2|Y1 (1 | O)

PYzlY] (0 | ]) = O) PYzlY] (1 | 1)

Then Py, (1) = 1 which means that H(Y>) =0, H(Y> | Y7) =0,
2

H(Yn41 | Yn) =0and H(Yq,..., Yn) = 1. This is not the entropy
of the process.

1
1
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Entropy Rate of Stochastic Processes

Entropy Rate: Definition

The entropy rate of a stochastic process strongly depends on the
memory.

Definition (Entropy Rate of {X;})

The entropy rate (the entropy per source symbol) of any
stochastic process {X;} is defined as

1
H{{Xi) = lm —H(X1, X2, ..., Xn)

if the limit exists.
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Entropy Rate of Stochastic Processes

Entropy Rate: More Intuition

Given a stochastic process {X;}. Assume that {X;}isii.d. Then
the entropy rate of {X;} is

H(X) = lim THOG,. o He) = lim DrHOXG) = HOXG)

n—oo 1
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Entropy Rate of Stochastic Processes

Entropy Rate: More Intuition

Given a stochastic process {X;}. Assume that {X;}isii.d. Then
the entropy rate of {X;} is

H(X) = lim THOG,. o He) = lim DrHOXG) = HOXG)

n—oo 1

Given the stochastic process {Yi}. Then the entropy rate of {Y;} is

1 .
H({Yi}:r}i_rgOEH(Yh...,Yn) = lim — =0
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Entropy Rate of Stochastic Processes

Entropy Rate: A Related Quantity

We can also define a related quantity for entropy rate:

H/({Xl}) = nlgr;o H(Xn | Xn-1 y Xn—Z) e )Xl )
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Entropy Rate of Stochastic Processes

Entropy Rate: A Related Quantity

We can also define a related quantity for entropy rate:
H/({Xl}) = lim H(Xy [ X1 y Xn—2y -+« X7 )
n—oo

H({X7}) is the entropy rate per source symbol of n random
variables and H’({X;}) is the entropy rate of the last random
variable given the past.
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For a stationary stochastic process the entropy rate H({X;} always
exists and is identical to H' ({X;}):

1
H({Xi)) = lim T_lH(Xb---aXn)
= lim H(Xn | Xn-1 ye. -)Xl) = HI({Xi})

n—oo

Furthermore,
® H(Xn | Xn_1,...,X1) is nonincreasing in n;
(0] %H(X1 s+« y Xn) s nonincreasing in n;
© H(Xn | Xn_1,...,X1) < TH(X3,...,Xn), ¥n>1.
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Entropy Rate: Markov Chains

For a stationary Markov chain, the entropy rate is easy to
calculate:

H({Xi}) = H'({Xi})
= lim H(Xn | Xn_1,...,X7)

n—,oo

= lim H(Xn | Xn71)
n=—oo

=H(X2 [ X7)
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Finaly...

* Method to compute the entropy rate of a stochastic process;

* Using this a typical set for ‘ergodic sets” can be constructed
which has uses in compression/encoding.

* Also stochastic processes are widely used in moddeling in
for example Al and the entropy can be used to find optimal
models.
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