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Abstract
Structured elements are pervasive in digital li-
braries, product catalogs, scientific data collections
and on the Internet. One of our research aims is to
investigate the ways in which the additional struc-
ture of a collection can be brought to bear on re-
trieval effectiveness. This paper reports on our ex-
periments on the use of manually assigned key-
words in domain specific collections; on the use of
URL and link structure on the Internet; and on the
use of XML-structure in annotated scientific collec-
tions.

1 Introduction
In 2002, the LIT Group at the University of Amster-
dam participated in a number of tasks that contain
different types of structural information:

• the usage of (manually assigned) keywords in
the scientific collections GIRT and Amaryllis
used at CLEF (CLEF, 2002);
• the mark-up, URL and link structure in the

.GOV collection used at TREC’s Web Track
(Web Track, 2002); and
• the XML-structure in the IEEE Computer So-

ciety collection used at INEX (INEX, 2002).

These three evaluation exercises are loosely related
in that they all go beyond the traditional plain-text
collection. In all cases, there is some additional
structure available that may help to improve the ef-
fectiveness of information retrieval, be it that the
type of structure differs greatly between tasks.

The outline of this paper is as follows. First, we’ll
briefly discuss our experimental set up. Then, in
three separate sections, we give a brief overview of
our experiences during each of the evaluation cam-
paigns. Finally, we discuss our results and draw
some tentative conclusions.For further information
on our experiments, we refer to (Monz et al., 2002,
2003; Marx et al., 2002).

2 Experimental Set-up
All experiments were carried out with theFlexIR
system developed at the University of Amster-
dam (Monz and de Rijke, 2002), using the Lnu.ltc
weighting scheme.

CLEF Scientific Collections. The domain-
specific collections at CLEF are the GIRT
collection of German social science literature,
and the Amaryllis collection containing French
scientific literature. We built free-text only indexes
for the GIRT and Amaryllis collections. For
both French and German we used a lexical-based
stemmer (Schmid, 1994). For German we applied
a compound splitter. All morphological runs use
blind feedback. Additionally, we built keyword-
only indexes of the manually assigned keywords.
The keywords were indexed as given, indexing the
keywords or keyword-phrases as a single token.
Blind feedback was switched off for keyword runs.
For GIRT’s English to German bilingual runs,
we used the Ding dictionary (Ding, 2002). For
Amaryllis’ English to French bilingual task, we
used the on-line Systran translator (Systran, 2002).

TREC Web Track. This year’s collection, aptly
named.GOV, is based on a crawl of the.gov In-
ternet domain in early 2002. We built a free-text
index of the collection using the Porter stemmer
(Porter, 1980). Additionally, we built three different
anchor-text only indexes, assigning the anchor texts
to the linked documents. We made runs on the text
and anchors indexes, using Lnu.ltc and a weighting
scheme based on minimal matching spans (Monz
et al., 2003). None of our runs used blind feedback.

INEX. The collection for INEX consists of IEEE
Computer Society journals and proceedings. We
built three free-text indexes: using plain words; us-
ing the Porter stemmer (Porter, 1980); and using an
ngram approach. We preserved the XML-structure
in the inverted index by indexing each tag as a single
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token. We made initial retrieval runs, using Lnu.ltc
weighting and blind feedback. For the content-and-
structure queries, we used an XML-parser to ex-
tract the required XML-elements from the initially
retrieved set of documents.

3 Exploiting Keyword Structure

Many domain-specific collections, such as the sci-
entific collections of GIRT and Amaryllis, contain
meta-information such as keywords. Special dictio-
naries or thesauri for the meta-information are not
always available. Our strategy for CLEF 2002 was
to compute the similarity of keywords based on their
occurrence in the collection, and explore whether
the resulting keyword space can be used to improve
retrieval effectiveness.

The GIRT collection contains76, 128 documents
from German social science literature published be-
tween 1978 and 1996 (Kluck and Gey, 2001). The
documents are also classified by keywords assigned
by human indexers. The average number of key-
words in a document is9.91. A total of 6, 745
different keywords are used in the collection. The
Amaryllis collection contains148, 688 documents
in French from various scientific fields. The av-
erage number of manually assigned keywords in a
document is10.75. A total of 125, 360 different
keywords are used in the collection. We decided
to focus on the10, 274 keywords that occur≥ 25
times in the collection. We determined the number
of occurrences of keywords and pairs of keywords,
and used these to define a distance metric (Gower
and Legendre, 1986). We reduced the matrix to 10
dimensions using metric multi-dimensional scaling
techniques (Cox and Cox, 1994). For all calcula-
tions, we used the best approximation of the key-
word distance matrix on 10 dimensions (the plots in
Figure 1 show the 2 principal dimensions).

We experimented with the use of the resulting
keyword spaces for keyword recovery and docu-
ment reranking. The resulting keyword space has
a 10-dimensional vector for each of the keywords.
Vectors for documents and topics are based on the
initially retrieved documents from a morphological
base run (not using the keywords). For each of these
documents, we collect the keywords, and determine
a document vector by taking the mean of the key-
word vectors. Next, we determine a topic vector by
taking the weighted mean of the document vectors
for the top 10 documents. We can recover keywords
for a topic by selecting, from the keywords used in

Table 1: Manual Keyword Space.
GIRT 6745 keywords

Amaryllis 10274 keywords

the top 10 documents, the ten closest to the topic
vector. In the monolingual Amaryllis task, the topic
authors have assigned keywords for the topics in the
narrative field. Table 2 compares these manually as-
signed keywords to our recovered keywords.

We used the keyword space for recovering key-
words, and for document reranking. The recov-
ered keywords are used in keyword-only runs. We
created combined runs of the morphological base
runs and the keyword-only runs. For document
reranking, we simply reranked the documents re-
trieved in the base run by the distance between the
document and topic vectors. The morphological
base runs and rerank runs are also used in com-
bined runs. The runs were combined in the fol-
lowing manner. Following Lee (1995), the scores
are normalized usingRSV ′i = RSVi−mini

maxi−mini . We as-



Table 2: Provided versus Recovered Keywords.
Amaryllis topic 001

〈FR-title〉 Impact sur l’environnement des mo-
teurs diesel〈FR-desc〉 Pollution de l’air par
des gaz d’́echappement des moteurs diesel et
méthodes de lutte antipollution. Emissions pol-
luantes (NOX, SO2, CO, CO2, imbrûlés, ...) et
méthodes de lutte antipollution
〈EN-title〉 The impact of diesel engine on envi-
ronment〈EN-desc〉 Air pollution by the exhaust
of gas from diesel engines and methods of con-
trolling air pollution. Pollutant emissions (NOX,
SO2, CO, CO2, unburned product, ...) and air
pollution control

Provided keywords
Concentration et toxicit́e des polluants
Mécanisme de formation des polluants
Réduction de la pollution
Choix du carburant
Réglage de la combustion
Traitement des gaz d’échappement
Législation et ŕeglementation

Recovered keywords
Moteur diesel
Qualité air
Azote oxyde
Norme ISO
Produit ṕetrolier
Lutte antipollution air
Véhiculeà moteur
Gas oil
Consommation carburant
Carburant

signed new weights to the documents using the sum-
mation function used by Vogt and Cottrell (1998):
RSVnew = λ·RSV1+(1−λ)·RSV2. All combina-
tion of the morphological base run with a rerank run
use interpolation factor0.6, all combination with
a keyword-only run use factor0.7. These factors
were obtained from pre-submission experiments on
the GIRT collection.

Results. Table 3 lists our non-interpolated aver-
age precision scores for the morphological base
runs, and for the best combined runs. The fig-
ure in brackets indicates the improvement over the
best underlying run. Results for the GIRT mono-
lingual morphological run are disappointing (Ger-
man monolingual0.4476, GIRT010.3083, GIRT00
0.3145). The GIRT bilingual runs score even worse;
the morphological base run has only1.4 relevant

Table 3: NI average precision scores.
GIRT monolingual

Morphological 0.1639
Morph/Keyword 0.1687 (+2.9%)
Morph/Rerank 0.1906 (+16.3%)

GIRT bilingual
Morphological 0.0666
Morph/Keyword 0.0620 (−6.9%)
Morph/Rerank 0.0704 (+5.7%)

Amaryllis monolingual
Morphological 0.2681
Morph/Keywordprovided 0.3401 (+26.7%)
Morph/Keywordrecovered 0.2923 (+9.0%)
Morph/Rerank 0.2796 (+4.3%)

Amaryllis bilingual
Morphological 0.2325
Morph/Keyword 0.2660 (+14.4%)
Morph/Rerank 0.2537 (+9.1%)

documents in the top 10. This explains the de-
crease in performance for the run combined with a
keyword-only run.

For the monolingual Amaryllis task, the pro-
vided keywords score remarkably well (keyword-
only run 0.2684), the recovered keywords score
0.1120. In combination, both improve the morpho-
logical base run: the combination with recovered
keywords scores0.2923 (+9.0%); and with pro-
vided keywords scores0.3401 (+26.7%). The cho-
sen combination factors were generally close to the
optimal values for recovered keywords and rerank
runs. They proved far from optimal for the provided
keywords in monolingual Amaryllis; with0.4 the
combination scores0.4175 (+55.6%).

4 Exploiting Link Structure
TREC’s Web Track featured two tasks: named-page
finding and topic distillation. For the text index,
we indexed all of the documents’ textual contents,
decoding special html-characters into plain ASCII,
and replacing diacritics with the unmarked charac-
ters. The resulting plain-text index covers1.25 mil-
lion documents. Arguably, pages that do not receive
links from other sites will rarely be key resources.
This motivated experiments with anchor-text only
runs on three different indexes:

1. Only extracting complete link descriptions in
the collection, which includes all links between
pages on different sites. All unique anchor-
texts are assigned to the document to which the
link points. We remove repeated occurrences



of the same anchor-text. The resulting index
covers only15% of the collection.

2. Here we try to recover as many links as
possible, including links within a site. We
again remove repeated occurrences of the same
anchor-texts. The resulting index covers54%
of the collection.

3. We use the same procedure as for the second
anchors index, but now retain repeated occur-
rences, similar to (Craswell et al., 2001).

For the named-page finding task, we experimented
with plain text runs, anchor-text runs, and their com-
binations. The text and anchor-only runs were com-
bined in the following manner: We only consider
the first ten results of both runs. The scores are nor-
malized, and we assign new weights to the docu-
ments using the summation function used by Fox
and Shaw (1994):RSVnew = RSV1 +RSV2.

We performed extensive experiments with link
and URL structure for topic distillation. For topic
distillation, only the best documents in the collec-
tion will be regarded as relevant. We experimented
with the following approach for exploiting the URL
information: Since there will rarely be more than
one key resource per site, we cluster pages by their
base URL, and return the page with the lowest URL
depth. Specifically, we assign the top 100 docu-
ments to the first 10 different base URLs. Next, we
return the page with the lowest URL depth or slash-
count per cluster.

We also experimented with the use of the link
structure of the documents. There are two estab-
lished ways of exploiting link structure: page-rank
(Brin and Page, 1998) uses the global link structure;
Hyperlink Induced Topic Search (HITS) (Klein-
berg, 1999) uses the local link structure surrounding
an initially retrieved set of documents. We imple-
mented an approach that combines both global and
local link structure by comparing how much of the
links of a page are present in the local set of initially
retrieved documents.

We carried out pre-submission experiments us-
ing Kleinberg (1999)’s HITS for the topic distil-
lation task. Table 4 shows the top 10 authorities
over the top 100, top 200, and top 500 initially re-
trieved documents for the test topic ‘obesity in the
U.S.’. HITS is successful at isolating key resources,
but shows considerable topic drift toward generally
good ‘authorities.’ A loosely-related authority can
easily infiltrate due to the correlation between au-

thorities and pages with many inlinks (Kleinberg,
1999; Amento et al., 2000). Our link-based method
tries to avoid such topic drift. A general good au-
thority may have many links in the local set, but
the proportion of inlinks that is in the local set of
documents will remain low. The top 10 results
are also shown in Table 4 as ‘Realized Indegree
Top 100/200/500.’ Informal evaluation shows that
our combined approach is more robust than HITS:
when considering the top 500 initially retrieved doc-
uments HITS authorities are unrelated to the topics,
whereas the ‘realized indegree’ method remains on
topic.

Results. The official run results are shown in Ta-
ble 5: column ‘MRR’ lists the mean reciprocal rank
of the first correct answer (the official measure); col-
umn ‘Top 10’ lists the number of topics with at least
one correct named page in the top 10; and column
‘Unknown’ lists the number of topics for which no
named page was found in the top 50. The combined

Table 5: Official named page finding run results.
Run MRR Top 10 Unknown

Text-only 0.4254 82 (54.7%) 46 (30.7%)
Anchors 0.3279 69 (46.0%) 70 (46.7%)
Combined 0.4317 99 (66.0%) 35 (23.3%)

text and anchor run performed the best with a MRR
of 0.4317. The anchor-text only run, only index-
ing half the documents, scores77.08% of the text
only run. The combination of both runs improves
the MRR by1.48% over the text only run, the num-
ber of topics in the top 10 is improved by20.73%
over the text only run.

For the topic distillation task, we made runs on
the text-only and anchors-only collections. Fur-
thermore, we experimented with approaches to ex-
ploiting the URL information and link structure of
the documents. The results of our official runs are

Table 6: Official topic distillation run results.
Run Prec. at 10, 20, and 30

1. Text-only 0.1755 0.1245 0.1020
2. Realized indegree 1 0.0673 0.0582 0.0463
3. Anchors 0.1000 0.0714 0.0558
4. Realized indegree 3 0.0633 0.0469 0.0381
5. base URL clusters 3 0.0653 0.0786 0.0660

shown in Table 6. The official measure is precision
at 10, at which the text-only run scores best with
0.1755. The anchor-text only run scores56.98%
of the text only run. A text-only run using Lnu.ltc
weighting, not submitted, scored better than the of-
ficial run with a precision at 10 of0.2102. The run



Table 4: Test topic “obesity in the U.S.”
HITS Top 100 Realized Indegree Top 100

www.nih.gov/icd/od/foia/
www.nlm.nih.gov/
www.nlm.nih.gov/medlineplus/obesity.html
www.nlm.nih.gov/accessibility.html
www.nlm.nih.gov/contacts/
www.nlm.nih.gov/disclaimer.html
www.nichd.nih.gov/
www.nlm.nih.gov/medlineplus/diabetes.html
www.nlm.nih.gov/medlineplus/highbloodpressure.h
www.nlm.nih.gov/medlineplus/sleepdisorders.html

www.niddk.nih.gov/health/nutrit/pubs/unders.htm
www.nlm.nih.gov/medlineplus/obesity.html
hin.nhlbi.nih.gov/bmi_palm.htm
www.ahcpr.gov/research/may00/0500RA6.htm
www.nhlbi.nih.gov/guidelines/obesity/bmi_tbl.htm
www.nlm.nih.gov/medlineplus/diabetes.html
www.fitness.gov/Reading_Room/reading_room.html
www.cdc.gov/nccdphp/dnpa/dnpalink.htm
response.restoration.noaa.gov/photos/dispers/
www.fda.gov/bbs/topics/NEWS/NEW00575.html

HITS Top 200 Realized Indegree Top 200
www.nih.gov/icd/od/foia/
www.nlm.nih.gov/
www.nlm.nih.gov/medlineplus/obesity.html
www.nichd.nih.gov/
www.nlm.nih.gov/disclaimer.html
www.nlm.nih.gov/accessibility.html
www.nlm.nih.gov/contacts/
www.nlm.nih.gov/medlineplus/diabetes.html
www.nlm.nih.gov/medlineplus/highbloodpressure.h
www.nlm.nih.gov/medlineplus/respiratorydiseases

www.nhlbi.nih.gov/health/public/heart/obesity/
www.nlm.nih.gov/medlineplus/obesity.html
hin.nhlbi.nih.gov/bmi_palm.htm
www.niddk.nih.gov/health/nutrit/pubs/unders.htm
www.ftc.gov/bcp/conline/pubs/health/setgoals.htm
www.cdc.gov/nccdphp/dnpa/
www.cdc.gov/health/obesity.htm
whi.nih.gov/health/prof/heart/
www.ahcpr.gov/research/may00/0500RA6.htm
www.ftc.gov/bcp/conline/pubs/health/setgoals.pdf

HITS Top 500 Realized Indegree Top 500
www.disability.gov/
www.nhlbi.nih.gov/health/public/heart/obesity/
www.business.gov/
www.seniors.gov/
www.tradenet.gov/
www.workers.gov/
www.students.gov/
www.seniors.gov/
www.npr.gov/
www.cio.gov/

www.nhlbi.nih.gov/health/public/heart/obesity/
whi.nih.gov/health/public/heart/
www.niddk.nih.gov/health/nutrit/win.htm
hin.nhlbi.nih.gov/bmi_palm.htm
www.niddk.nih.gov/health/nutrit/pubs/binge.htm
www.nlm.nih.gov/medlineplus/obesity.html
www.niddk.nih.gov/health/nutrit/pubs/unders.htm
www.niddk.nih.gov/health/diabetes/pubs/afam/
www.cdc.gov/health/obesity.htm
www.healthfinder.gov/news/

using the base-URL clusters fails to improve the an-
chor text base run, although it improves precision
at 20 and 30. The runs based on link information all
perform worse than the underlying base runs.

Table 7: Anchors only run results.
Run Index MRR Prec. at 10

Named page Anchors 1 0.1391
Named page Anchors 2 0.3279
Named page Anchors 3 0.3098
Distillation Anchors 1 0.0673
Distillation Anchors 2 0.1000
Distillation Anchors 3 0.0837

The post-submission experiments shown in Ta-
ble 7 show the performance of anchor-text only runs
using the three anchor-text indexes as described
above. The second anchor-text index, which was
used for our official runs, shows the best perfor-
mance. This index contains unique occurrences of
links between and within sites.

5 Exploiting XML Structure

The INEX collection, 21 IEEE Computer Society
journals from 1995–2002, consists of12, 135 docu-

ments with extensive XML-markup. The INEX ini-
tiative for the evaluation for XML retrieval featured
two types of topics: traditional content-only topics,
and content-and-structure topics. Our aims at INEX
were to set up a baseline system on which we plan
to build in future editions of this task. Some of our
more ambitious plans failed to be realized due to the
inconvenience of crashing XML-parsers, or the in-
ability to produce the required Xpath-location. Our
baseline system uses a two-stage strategy. In the
first stage, we use the content words in the query
to retrieve an initial set of documents. In the sec-
ond stage, we subject this set of potentially rele-
vant documents to greater scrutiny. In particular, for
the content-and-structure queries, we used an XML-
parser to extract the required XML-elements from
the initially retrieved set of documents.

Our official runs experiment with the effective-
ness of different types of morphological normaliza-
tion for structured corpora. Morphological normal-
ization proved successful for plain text collections
(Monz and de Rijke, 2002; Monz et al., 2002). The
XML retrieval tasks departs from the strict boolean
query matching used in traditional database theory,

www.nih.gov/icd/od/foia/
www.nlm.nih.gov/
www.nlm.nih.gov/medlineplus/obesity.html
www.nlm.nih.gov/accessibility.html
www.nlm.nih.gov/contacts/
www.nlm.nih.gov/disclaimer.html
www.nichd.nih.gov/
www.nlm.nih.gov/medlineplus/diabetes.html
www.nlm.nih.gov/medlineplus/highbloodpressure.h
www.nlm.nih.gov/medlineplus/sleepdisorders.html
www.niddk.nih.gov/health/nutrit/pubs/unders.htm
www.nlm.nih.gov/medlineplus/obesity.html
hin.nhlbi.nih.gov/bmi_palm.htm
www.ahcpr.gov/research/may00/0500RA6.htm
www.nhlbi.nih.gov/guidelines/obesity/bmi_tbl.htm
www.nlm.nih.gov/medlineplus/diabetes.html
www.fitness.gov/Reading_Room/reading_room.html
www.cdc.gov/nccdphp/dnpa/dnpalink.htm
response.restoration.noaa.gov/photos/dispers/
www.fda.gov/bbs/topics/NEWS/NEW00575.html
www.nih.gov/icd/od/foia/
www.nlm.nih.gov/
www.nlm.nih.gov/medlineplus/obesity.html
www.nichd.nih.gov/
www.nlm.nih.gov/disclaimer.html
www.nlm.nih.gov/accessibility.html
www.nlm.nih.gov/contacts/
www.nlm.nih.gov/medlineplus/diabetes.html
www.nlm.nih.gov/medlineplus/highbloodpressure.h
www.nlm.nih.gov/medlineplus/respiratorydiseases
www.nhlbi.nih.gov/health/public/heart/obesity/
www.nlm.nih.gov/medlineplus/obesity.html
hin.nhlbi.nih.gov/bmi_palm.htm
www.niddk.nih.gov/health/nutrit/pubs/unders.htm
www.ftc.gov/bcp/conline/pubs/health/setgoals.htm
www.cdc.gov/nccdphp/dnpa/
www.cdc.gov/health/obesity.htm
whi.nih.gov/health/prof/heart/
www.ahcpr.gov/research/may00/0500RA6.htm
www.ftc.gov/bcp/conline/pubs/health/setgoals.pdf
www.disability.gov/
www.nhlbi.nih.gov/health/public/heart/obesity/
www.business.gov/
www.seniors.gov/
www.tradenet.gov/
www.workers.gov/
www.students.gov/
www.seniors.gov/
www.npr.gov/
www.cio.gov/
www.nhlbi.nih.gov/health/public/heart/obesity/
whi.nih.gov/health/public/heart/
www.niddk.nih.gov/health/nutrit/win.htm
hin.nhlbi.nih.gov/bmi_palm.htm
www.niddk.nih.gov/health/nutrit/pubs/binge.htm
www.nlm.nih.gov/medlineplus/obesity.html
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www.niddk.nih.gov/health/diabetes/pubs/afam/
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allowing for various gradations of relevance. In
particular, related words like morphological vari-
ants should share some of their relevance. In or-
der to study the precise effect of morphological nor-
malization, we created plain-word, stemmed, and
ngrammed indexes that preserve the XML-structure
of the original documents. This allows for both the
content-only and content-and-structure topics to be
evaluated against all three indexes. Informal evalu-
ation shows that morphological normalization helps
to retrieve relevant documents missed out by the
plain text run. At the time of writing, relevance as-
sessment for INEX is still in progress.

6 Discussion and Conclusions

The three sets of experiments described in this pa-
per, are loosely connected in that they all go beyond
the traditional plain-text collection. In all our exper-
iments some additional structure is brought to bear
on the information retrieval task, be it that the type
of structure differs greatly between tasks. Still, it is
worth to discuss some points of agreement between
the experiments. There are similarities in the used
techniques, the HITS approach uses the same multi-
dimensional scaling techniques we applied to the
keyword space. MDS techniques give the best ap-
proximation of a high-dimensional space in a small
number of dimensions. HITS authorities and hubs
are based on the principal dimension only, whereas
we focus on approximations on ten dimensions.

Both the .GOV collection used at Web Track
and the IEEE Computer Society collection used at
INEX have extensive mark-up in HTML and XML,
respectively. Assigning different weights of im-
portance to words occurring in specific tags (such
as bold-faced words of headings) can be effective
for improving retrieval effectiveness (Cutler et al.,
1997). We did not apply this technique yet, since
estimating the relative weights of different tags re-
quires a set of test topics. These were not yet avail-
able, because both the.GOV and IEEE Computer
Society collections are used for the first time in
2002. Using the sets of test topics of this year’s
evaluation, we plan to look at this in more detail.

Most of the journals in the IEEE Computer Soci-
ety collection have keywords assigned to the docu-
ments. Thus, the same techniques we used on the
GIRT and Amaryllis collection, i.e., keyword re-
covery and reranking documents, can be directly
applied to the XML retrieval task. Since it was
unclear whether these techniques were relevant for

the particular type of relevance judgments used at
INEX, we did not implement this for our official
runs. Again, we plan to address this in future re-
search when the evaluation sets for XML retrieval
come available.

It is not the case that using some additional struc-
ture will always help to improve the retrieval effec-
tiveness over a highly sophisticated plain-text base
run. Our experiments with link-based methods for
Web Track’s topic distillation task show a decrease
in precision at 10. This is in line with earlier at-
tempts at exploiting link structure in the ad hoc task
(Hawking and Craswell, 2002). A possible expla-
nation could be the topics used for the distillation
task. These are more specific than the very gen-
eral topics used in Kleinberg (1999), such as ‘java,’
‘censorship,’ ‘ search engines,’ and ‘Gates.’ Also,
after stopping, the test topic ‘obesity in the U.S.’
results in the one-word query ‘obesity.’ For such
general queries, relevant documents will dominate
the top 10, top 100, or even top 200 of initially
retrieved documents. Under this assumption, link-
based approaches, which ignore the content of doc-
uments and solely consider the link topology, can
be effective. If non-relevant documents dominate
the initially retrieved set of documents, one cannot
expect link-based methods to deliver. For the named
page finding task, a genuine needle-in-a-haystack
task, we experimented with text-only and anchor-
text only runs, and their combinations. Here, the
combined text/anchor-text run slightly improves the
mean reciprocal rank, but significantly improves the
number of topics with the named page in the top 10.

The experience on CLEF’s scientific collections
is that recovered keywords and reranking runs score
worse than the morphological base runs. The lower
performance of the keyword-only runs is no sur-
prise considering the lack of information contained
in the documents’ textual parts. The lower perfor-
mance of the reranking runs is probably due to the
unsophisticated reranking strategy that, for exam-
ple, does not take keyword frequency into account.
Having said that, the combined runs with keywords
and reranking show a significant improvement of re-
trieval effectiveness. It is interesting to note that for
the GIRT task the combined reranking runs outper-
form the combined keyword runs, whereas for the
Amaryllis task, the combined keyword runs outper-
form the combined reranking runs. This may be
due to the difference in the numbers of keywords
used to characterize the documents, which is much



more fine-grained in the case of Amaryllis. The fact
that the combined runs significantly improve over
the best underlying base runs gives us some confi-
dence in the effectiveness of our approach. It shows
that extracting the meaning of keywords from their
usage in the collection itself can be a viable alter-
native for manually constructed, domain-dependent
dictionaries and thesauri. Additionally, the keyword
space can be useful for providing visualizations of
keywords, documents, and topics (Hearst, 1999).
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