CHAPTER 13

Sequent calculus for predicate logic

1. Classical sequent calculus

The axioms and rules of the classical sequent calculus are:

Axdioms { o= A,¢p for atomic ¢

rL=A
Left Right
/\ F,al,a2:>A F:>ﬁ1,A Fﬁﬁz,A
I'ai Aazs=A I'=p1A82,A
v I Bi=A I'Ba=A I'saq,a0,A
I,B1VB2=A I'=a1Vas,A
N I'=sAB T,B2=A o =as,A
IB1—B2=A T=a;—as,A
v Loplt/z]=A I'=Aply/z]
I\Vz p=A I'=ANVz ¢
3 Loply/z]=A P=A p[t/]
'3z p=A I'=A,3z ¢

The side condition in 3L and VR is that the variable y may not occur in ', A or ¢ (this variable
is sometimes called an eigenvariable).

In addition, we have the following cut rule:

I'=p A Fe=A
'=A

We outline a proof of cut elimination. First a definition:

DEFINITION 1.1. The logical depth dp(¢) of a formula is defined inductively as follows: the
logical depth of an atomic formula is 0, while the logical depth of ¢ is max(dp(p), dp(¢))+1.

Finally, the logical depth of Va ¢ or Jx ¢ is dp(p) + 1. The rank rk(y) of a formula ¢ will be
defined as dp(p) + 1.

If there is an application of the cut rule
I'=p, A L= A
s A ’

then we call ¢ a cut formula. If 7 is a derivation, then we define its cut rank to be 0, if it
contains no cut formulas (i.e., is cut free). If, on the other hand, it contains applications of the
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cut rule, then we define the cut rank of 7 to be the rank of any cut formula in 7 which has
greatest possible rank.

LEMMA 1.2. (Weakening) If T' = A is the endsequent of a derivation m and T C TV and
A C A, then TV = A’ is derivable as well. In fact, the latter has a derivation ©" with a cut
rank and size no greater than that of m.

LEMMA 1.3. (Inversion Lemma) Apart from the rules introducing ¥V on the left and 3 on
the right, each of the rules in the classical sequent calculus is invertible: if there is a derivation
w of a sequent o and o can be obtained from sequents o1,...,0, by a rule different from VL
and 3R, then there are derivations m; of the o; as well, and the cut rank of each of the m; need
not be any bigger than that of .

In addition we have:

LEMMA 1.4. (Substitution Lemma) If v is a derivation of ' = A, then there is a derivation
of T[t/x] = Alt/x] with a derivation which has no greater cut rank or size than 7.

PROOF. First of all, by a suitable renaming of the variables we may assume that x is never
an eigenvariable; then systematically replace every occurrence of x in 7 by . O

As before, the key step in the proof for cut elimination is the following;:

LEMMA 1.5. (Key Lemma) Suppose m is a derivation which ends with an application of the
cut rule applied to a formula of rank d, while the rank of any other cut formula in 7 is strictly
smaller than d. Then 7 can be transformed into a derivation w' with the same endsequent as
and which has cut rank strictly less than d.

PrROOF. The idea is to look at the structure of the cut formula. We know what to do when
it is an atomic formula or its main connective is propositional, because then we proceed as we
did in the chapter on propositional logic. In case the cut formula is of the form Jz ¢ or Vzx ¢,
then we proceed as we did in the intuitionistic case for implication. Since the cases are perfectly
dual, we may assume that the last step was:

DO Dl
I' = Vzp, A Ve = A
r == A

We now do an induction on the depth of the derivation 7w to show that we can get a derivation
of I' = A with the cut rank below d. We make a case distinction on what was the last rule
which was applied in D;; the most tricky case is where the final rule in D; introduced Vz ¢,
while at the same time it was already present, like this:

Dy
Do D)Vzp,p(t) = A
I' = Vzp A Ve = A

' = A

By weakening there is also a derivation D, of T', ¢(t) = Vx ¢, A which has no greater cut rank
or size than Dy, so we can apply the induction hypothesis on the proof
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Dy D
Top(t) = Vep,A  T\Vappt) = A
Lpt) = A

to obtain a derivation D3 of I', p(t) = A with cut rank strictly below d. Now by applying first
the Inversion Lemma and then the Substitution Lemma on Dy we obtain a derivation D4 of
' = ¢(t), A with cut rank strictly below d. So

D, Ds
I' = ¢(t),A Lipt) = A
r = A
is a proof of I' = A with cut rank strictly below d, as desired. |

THEOREM 1.6. (Cut elimination for the classical sequent calculus) There is an effective
method for transforming a derivation w in the classical sequent calculus for predicate logic with
the cut Tule into a cut free derivation w which has the same endsequent as .

2. Intuitionistic sequent calculus

The axioms and rules are:

. T'p= for atomic
Axioms R ®
I''l=o¢
Left Right
A Fa,aa=p I'=p1 I'=p52
TaiAas=p I'=pB1AB2
v L= I,Ba=¢p I'=so; I'=oas
T,81Vpa=¢ I'=sa1Vas I'=a1Vas
N =8 Th=ye Tai=as
I,81—B2=¢ T=a1—as
v Loplt/x]=1 I'=oly/z]
'V o= I'sVz e
=] Loely/z]= D=olt/a]
'3z o= I'=dx ¢

In dL and VR the eigenvariable y may not occur in I', ¢ or 2.

In addition, we have the following cut rule:
I'=s e Te=4v
'y

For this system we have the following lemmas:

LEMMA 2.1. (Weakening) IfT" = ¢ is the endsequent of a derivation 7 in the intuitionistic
sequent calculus & la Gentzen, and T’ C TV, then T = ¢ is derivable as well. In fact, the latter
has a derivation 7 with a cut rank and size no greater than that of .
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LEMMA 2.2. (Inversion Lemma) The following rules are invertible: the rules introducing A
on the left and right, V on the left, — on the right, 3 on the left and ¥ on the right: if there is
a derivation w of a sequent o and o can be obtained from sequents o1,...,0, by one of these
rules, then there are derivations m; of the o; as well, and the cut rank of each of the m; need
not be any bigger than that of .

LEMMA 2.3. (Substitution Lemma) If 7 is a derivation of T = ¢, then there is a derivation
of T[t/x] = ¢[t/x] with a derivation which has no greater cut rank or size than .

THEOREM 2.4. (Cut elimination for the intuitionistic sequent calculus) There is an effective
method for transforming a derivation m in the intuitionistic sequent calculus for predicate logic
with the cut rule into a cut free derivation ' which has the same endsequent as 7.

3. Applications

Cut free derivations still obey a form of the subformula property.

DEFINITION 3.1. The collection GSub(p) of Gentzen subformulas of ¢ is defined by induc-
tion on the structure of ¢ as follows:

GSub(p) = {p} if ¢ is atomic
GSub(¢Oy) = GSub(p) U GSub(y) U {0y}
GSub(Qz ) = {Qre}U U{ GSub(p[t/x]): t term}
with O € {A,V,—} and Q € {V,3}.

LEMMA 3.2. A cut free derivation m of a sequent o in either the classical or intuitionistic
sequent calculus only contains Gentzen subformulas of formulas occurring in o.

But note that the definition of Gentzen subformula is such that V& Pz has infinitely many
Gentzen subformulas: indeed, each formula of the form P(t) is a Gentzen subformula. For that
reason we cannot use the subformula property in combination with cut elimination to argue
for the decidability of either classical or intuitionistic predicate logic. Which is just as well,
because both are in fact undecidable.

For intuitionistic logic we obtain an effective proof of the existence property.

THEOREM 3.3. If the sequent = Jx ¢ is derivable in the intuitionistic sequent calculus,
then there is a term t such that = @[t/x] is derivable as well.

PROOF. Indeed, the last step in a cut free derivation of = 3z ¢ in the intuitionistic sequent
calculus must have been the rule introducing an existential quantifier on the right. For this
reason it contains a derivation of = ¢(¢) for some term t. g

For classical predicate logic we have a version of this as well.

THEOREM 3.4. If the sequent = 3z ¢ is derivable in the classical sequent calculus and p is
quantifier-free, then there are terms t1, ..., t, such that = @(t1)Vo(ta) V...V (t,) is derivable
as well.

PROOF. Use induction on derivations to prove that if I' = A, Jzp is derivable and I'; A
and ¢ are quantifier-free, then there are terms ¢1,...,t, such that T' = A, p(t1),...,p(t,) is
derivable as well. |
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Initially, the case considered in the previous theorem may look rather special. However, in
classical logic any formula ¢ can be brought in prenex normal form, that is, it can be rewritten
as:

Fxo Vyo It VY1 - .. 32, Yy (zo, - - -, Tny Yo, - - - Yn),
with ¢ quantifier-free. And a formula of this form is a tautology if and only if

Jxg ...z, Y(x0, ..., 20, fo(zo), fi(zo,21), ..., fulTo, .. T0))

is a tautology, provided the function symbols fo,..., f,, did not already occur in @ (such
function symbols are called Herbrand functions, which are “dual” to the more familiar Skolem
functions). This observation in combination with Herbrand’s theorem is heavily exploited in
logic programming.

But this observation also means that the question of deciding which first-order formulas are
tautologies is as difficult as deciding which existential formulas are tautologies. So the problem
of deciding first-order logic can be reduced completely to the problem of finding the correct
Herbrand terms. Which means, in particular, that this problem must be undecidable (so there
can be no algorithm which given an arbitrary existential sentence outputs a list of terms which
would be a correct list of Herbrand terms in case the existential formula is a tautology).



