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Chapter 1

Introduction

Sensor-based robot localization has been recognized as one of the fundamental problems in mobile robots [Thrun 2000]. It is the problem of estimating the pose (location and orientation) of a robot relative to the environment in which it is found. The localization problem is frequently divided into several subproblems. The first one is the position tracking problem. This problem has received by far the most attention in the literature and is the most simple localization problem. With position tracking the initial pose of the robot is known, and the problem is to compensate small, incremental errors in the odometry of the robot. Algorithms for position tracking often make restrictive assumptions on the size of the error and the shape of the uncertainty of the robot, required by a range of existing localization algorithms.

A second subproblem is more of a challenge to solve. This is the global localization problem. In this case the robot is not told the initial pose, instead it has to determine it from scratch. The global localization problem is more difficult, since the error in the estimate of the robot cannot be assumed to be small. Here a robot should be able to handle multiple, distinct hypothesis about where it can be found in the environment.

An even more difficult problem to solve is the kidnapped robot problem. Here a well-localized robot is teleported to some other place without it being told. This problem differs from the global localization problem in that the robot might firmly believe to be somewhere else at the time of the kidnapping. The kidnapped robot problem is often used to test the ability of a robot to recover from catastrophic localization failures. 

Finally, all these problems are particularly hard in dynamic environments, for example if the robot operates in an environment in which people are walking about or the furniture is frequently placed in a different location. These situations will most likely corrupt the sensor measurements of the robot.

The vast majority of existing algorithms only address the position tracking problem. The nature of small, incremental errors makes algorithms such as Kalman filters applicable, which have been successfully applied in a range of fielded systems. Kalman filters estimate posterior distributions of robot poses conditioned on sensor data. Exploiting a range of restrictive assumptions, for example Gaussian-distributed noise and Gaussian-distributed initial uncertainty, they represent posteriors by Gaussians, exploiting an elegant and highly efficient algorithm for incorporating new sensor data. However, the restrictive nature of belief representations makes them inapplicable to global localization problems.

Possibly the most powerful family of global localization algorithms to date are based on Markov localization, a generalization of Kalman filters [Burgard et al 1996]. Just like Kalman filters, these algorithms estimate posterior distributions over the location and, if needed, the orientation of a robot. The key distinguishing factor is that these distributions are approximated by piecewise constant functions instead of Gaussians, enabling them to represent highly multi-modal distributions. As a result, these algorithms have been applied successfully to global localization problems. However, the piecewise constant representation can impose a significant computational burden, especially in high dimensions or if one is interested in high resolution. To overcome this limitation, researchers have proposed selective updating algorithms and tree-based representations that dynamically change their resolution. While these algorithms work well in real-time, they nevertheless suffer from two limitations. First, they use a lot of time and memory resources, resulting in the fact that they are computationally very expensive. The second limitation is that the accuracy of the estimation is limited by the resolution of the approximation. In general, this has as a result that when the robot is well-localized, Markov localization algorithms are less accurate than Kalman filters.

One way of dealing with the problem of the high usage of time and memory resources is by using particle filters [Dellaert et al 1999]. Particle filters are simulation-based filters which recursively estimate the continuous posterior distributions encountered in Bayes filtering. This is done by sampling the posterior density with a large enough amount of particles. In theory, the more particles are used for sampling, the approximation of the density of the robot pose will be increasingly precise.

However, basic particle filters are not without problems. They are especially prone to situations in which one or more of the observations appear to be outliers. Therefore a variation on the basic particle filter has been developed in the literature, the auxiliary particle filter [Pitt et all 1999]. This method can deal with outliers and it can also handle situations where the observation model is not available [Vlassis et al 2002].

1.1 Objective

The main issue discussed in this thesis is the comparison between the basic particle filter and the auxiliary particle filter. The basic particle filter suffers from several problems, for example, when the likelihood function is too peaked or is found in one of the tails of the prior. The auxiliary particle filter is designed to solve the problems mentioned here, along with other problems. In principle, the auxiliary should be able to establish the position of the robot with more precision compared to the basic particle filter. To see whether or not this is true, we carried out a set of tests to ascertain this. In this thesis we hope to come to the conclusion that the auxiliary particle filter is indeed more precise than the basic particle filter.

1.2 Overview of the thesis

We will provide here an overview of the thesis

 Chapter 2 discusses other localization methods. These methods are the Kalman filter and Markov localization. A short description and the mathematics behind these techniques are given, along with the various problems encountered when trying to establish the pose of a robot when they are used.

In chapter 3 both the particle filter and the auxiliary particle filter are presented. The mathematical basics that are behind the filters are discussed. The basic particle filter has some problems that hamper the process of approximating the actual position of the robot. These are shown, along with the methods the auxiliary particle filter uses to try to solve these problems.

Chapter 4 presents an overview of the tests. It will give the reader an idea of how the testing has been done. Before that, the environment in which the tests have been done will be shown, along with a brief discussion of Principal Component Analysis (PCA). This chapter will conclude with the presentation of several results, which will be discussed.

Chapter 5 ends the thesis with some conclusions and some suggestions for future work.

Chapter 2

Traditional localization methods

Several methods have been developed to try to solve the problem of robot localization. Every method discussed in this chapter uses a different approach for this problem. They each have their positive and negative points concerned with trying to establish the position of the robot.

2.1 Kalman filter

The Kalman filter is a recursive solution to the discrete-data linear filtering problem. There has been much research done on this particular algorithm and it has been used extensively in the field of robot localization. This method is mainly used for position tracking, i.e. the initial position is known and subsequently the movement is tracked.

2.1.1 The basic idea

The Kalman filter gives an estimate of the state of a dynamic system from noisy measurements. It gives a recursive minimum variance estimate of the state of the system.

To be able to apply the Kalman filter to give an estimate of the position in an environment, a discrete-time state space model is needed. This consists of a state equation and a measurement equation.

The state equation is given by:
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(2.1)

Some explanation of the various variables and symbols is given here:

1. 
[image: image2.wmf]k

x

 is an n-dimensional state vector, which is to be estimated

2. 
[image: image3.wmf]k

A

 is an n-dimensional known system matrix

3. 
[image: image4.wmf]k

B

 is an n by m-dimensional known input matrix

4. 
[image: image5.wmf]k

u

 is an optional m-dimensional input vector

5. 
[image: image6.wmf]k

e

 represents the process noise

Because variable 
[image: image7.wmf]k

u

 is optional, it can be left out of the equation. For the rest of this discussion this will be the case. This gives a new state equation that can be simplified into:
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(2.2)

The measurement equation is given by:
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Some explanation of the various variables and symbols is given here:

1. 
[image: image10.wmf]k

y

is a p-dimensional measurement vector

2. 
[image: image11.wmf]k

x

is a n-dimensional state vector which is to be estimated

3. 
[image: image12.wmf]k

C

 is a p by n-dimensional known measurement matrix

4. 
[image: image13.wmf]k

d

 represents the measurement error

The variables 
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 are assumed to have zero crosscorrelation and are white. Furthermore 
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 respectively) and have normal probability distributions:
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For the rest of this discussion, we will assume that system matrix 
[image: image22.wmf]k

A

 and measurement matrix 
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C

 will remain constant. However, it is possible that both matrices could change with each measurement or time-step. Both of the covariance matrices
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 and 
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are also assumed to remain constant.

2.1.2 Prediction equations

In this section the problem of estimating the next state of the system is discussed. With Kalman filters, the initial state is known. The initial state is represented by the state vector 
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. To be able to predict the state of the system at time 
[image: image27.wmf]1

k

, the previous estimate 
[image: image28.wmf]0

ˆ

x

is needed. Because the prediction makes use of the old estimate, before incorporating the new measurements found at time 
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, this estimate will be called an “a priori” estimate. The a priori estimate is represented by 
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x

, here the hat denotes that it is an estimate and the upper minus denotes that it is a previous estimate. So to calculate the a priori estimate, the following equation can be formed:
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In other words, to obtain a new estimate, multiply the last collected estimate 
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with A, the system matrix.

Furthermore, it is also needed to change the error covariance matrix 
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k

P

, which is associated with the a priori 

estimate with every new time step. The equation showing how to calculate a new value for 
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It seems that depending on the size of 
[image: image36.wmf]Q

, the random process noise covariance matrix has a significant effect on the error covariance matrix. The value of 
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 is normally obtained before using it in the process that is to be estimated. However this tends to be somewhat of a difficult task. 
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 has to simulate process noise for the process to be estimated, but it is tricky to obtain the amount of noise before the process is running. Normally acceptable results can be reached when enough uncertainty is infused into the process by giving 
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 a reasonable value. However the Kalman filter can achieve better results when suitable values for 
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 are found through tuning it with the help of a distinct filter, this process is called system identification.

2.1.3 Update equations

In this section the equations needed for updating the state of the system are discussed. As could be seen in the previous section, we now have an a priori estimate 
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. What is now needed is an updated estimate 
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; this is called the a posteriori estimate. To obtain the a posteriori estimate, the noisy measurement 
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 has to be combined with the a priori estimate. This is shown in the following equation:
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 (2.6)

As can be seen, the a posteriori estimate 
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can be obtained by combining the a priori estimate 
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is called the residual. It reflects the discrepancy between the actual measurement 
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 and the measurement that was predicted. If the residual is zero, then it appears that the prediction of the value of the next measurement and the actual measurement are the same.

In equation (2.6) there still is one symbol that is still to be explained. The Kalman gain 
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 is a matrix that aims to minimize the a posteriori error covariance matrix. The formula for calculating the Kalman gain is:
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(2.7)

From this it can be seen that when the measurement error covariance matrix 
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 reaches zero, the Kalman gain will weigh the residual more heavily:
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If this is the case, the actual measurement 
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 is trusted more and more. At the same time, the predicted measurement 
[image: image56.wmf]-

k

x

C

ˆ

 is trusted less and less.

If however the a priori estimate error covariance matrix 
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 reaches zero, the Kalman gain will weigh the residual less heavily:
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When this is the situation, when covariance matrix 
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 approaches zero, the actual measurement is trusted less and less, on the other hand 
[image: image60.wmf]-

k

x

C

ˆ

 is trusted more and more.

The last update equation is the error covariance update equation. This is given by:
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The error covariance matrix 
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P

 gives a statistical measure of the uncertainty in 
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2.1.4 The discrete Kalman filter algorithm

In this section the working of the discrete Kalman filter algorithm will be presented.

The Kalman filter estimates a certain process by using a form of feedback control. First it estimates the state of the system at a given time and afterwards receives feedback from incoming measurements. In other words, first it predicts what the state of the system will be and, after receiving new measurements from sensors, these predictions will be corrected. 

[image: image260.wmf]1

ˆ

ˆ

-

-

=

k

k

x

A

x


Figure 2-1: The ongoing Kalman filter cycle

As can be seen in figure 2-1, the Kalman filter is an ongoing process. When the Kalman filter is used for the first time, it makes use of the initial values given at time 
[image: image66.wmf]0

t

. Remember that in this discussion, it is assumed that system matrix 
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, measurement matrix 
[image: image68.wmf]C

, and noise covariance matrices 
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 and 
[image: image70.wmf]R

 are constant all the time.

The first step to be taken now is to use the time update equations. These are responsible for projecting the current values of the state and error covariance estimates forward in time. After this step is done, there will be new a priori estimates available for a next time step. To do this, obtaining a new system state estimate and a new error covariance estimate matrix, the previous state and error covariance estimates are used. If the process has just started the initial values will be used, otherwise the last a posteriori estimates will be used to calculate the new a priori estimates. How this is done can be seen in figure 2-2.

After obtaining new a priori estimates, the next step is to use the measurement update equations. As implied by the name of these equations, they make use of feedback, in the form of new measurements, and the a priori estimates to calculate improved a posteriori estimates. First the Kalman gain has to be calculated, to see how much the residual will be weighed. When the Kalman gain is known, it is possible to obtain a new a posteriori state estimate. As is shown, to be able to calculate the new state, the new measurement is compared to predicted measurement, multiplied with the Kalman gain and combined with the a priori state estimate. The final step is obtaining an a posteriori error covariance estimate. All the measurement update equations are presented in figure 2-2. 
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Figure 2-2: The Kalman filter algorithm

The Kalman filter has a recursive nature, so this entire process will be repeated until program termination. In every cycle of the process, i.e. after each time and measurement update pair, the previous a posteriori estimates are used to calculate the new a priori estimates and from them the new a posteriori estimates.

2.1.5 Advantages and problems with Kalman filters
As has already been said, the Kalman filter is one of the most popular techniques that are used for position tracking. It can be used to compensate for errors caused by the odometry during movement of a robot. As a prerequisite for this method, the initial position, and if available the initial orientation, have to be known in advance. Kalman filters are very efficient and highly accurate in establishing position and orientation of the robot.

There are however also several problems with regard to this localization technique which cannot be solved. The main problem is concerned with the fact that with most implementations of the Kalman filter the position is estimated using a single Gaussian distribution. This unimodal Gaussian distribution is enough to represent a single location for the robot. However, it does not have the capacity to deal with multiple possible locations. Furthermore, if the situation occurs in which there is no information available about the initial position and orientation of the robot, the Kalman filter will be unable to determine the location. The same problem occurs when confronted with localization failures, Kalman filters are unable to deal with these situations. As a result it is not possible to solve the kidnap-problem and it cannot be used for global localization.

Recently, a variation on the Kalman filter has been developed which is based on multiple hypothesis tracking. This approach is based upon multimodal probability distributions and as such is capable of global localization.

2.2 Markov Localization

As mentioned in the previous section, Kalman filters are generally not suited to be used for global localization. They are not designed to deal with the problem of trying to establish the position, and possibly the orientation, when encountered with multiple possible locations. To solve this problem a new approach has been proposed in the literature, called Markov Localization.

2.2.1 The basic idea

Markov Localization uses a probabilistic algorithm. This means that instead of maintaining a single hypothesis as to what is the best estimate of the pose of a robot, this technique keeps a probability density over the space of every possible position and orientation. The density appears in various forms and each form represents some kind of information about the position of a robot. For example, if there is absolutely no information about the position of the robot, the density can be represented by a uniform distribution. When it is highly certain of the position, there will be a unimodal (i.e. with only one peak) distribution centered around the supposedly true position. This technique is also capable of tracking multiple hypothesis, in the case in which the robot is not entirely sure of his location and there are multiple options available to choose from. When this is the case, every likely location has a higher probability density around this location. All other locations, where the robot is not likely to be found, have a very low probability density.

2.2.2 The mathematics behind Markov Localization
In this paragraph the mathematics behind Markov Localization will be shown. First of all, some pre-conditions.

Suppose that the position of a robot is represented by a three-dimensional variable 
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 represent the x- and y-coordinates in a Cartesian coordinate system, 
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 denotes the orientation. Furthermore, consider 
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 being the actual position of the robot at time 
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The robot does not exactly know his actual position, instead it keeps a belief 
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 indicates the probability the robot gives to the fact that it is located at position 
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 at time 
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The belief can be updated by two different events. The first event is tied to the arrival of a new measurement from one of the environment sensors the robot is equipped with. This could be a measurement from a sonar, a camera image, a laser range finder, etc. The second measurement comes from an odometry reading. We denote the environment sensor measurements by 
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 and the odometry measurements by 
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. Furthermore, we assume that the robot receives a stream of data 
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) being of one of the two kinds of measurements, 
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 is used here as an index for the data, and 
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 denotes the measurement which was the last to be collected.

Before looking at how the update rules are derived, there are two conditions that have to be taken into account. The first one has to do with the fact that with Markov Localization the posterior distribution has to be estimated conditioned over all of the available data. Because of this, the following equation is implied:
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The second condition is tied to the Markov Assumption. The Markov Assumption implies that the past has no effect given the present. Therefore, if the actual position of the robot is known, all of the previous data is irrelevant. It is enough to know the present location 
[image: image92.wmf]t

l

 to be able to predict the future data. This is shown in the following equation:
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As already mentioned before, there are two different kinds of measurements, an environment sensor measurement and an odometry measurement. The Markov Localization algorithm handles both differently. First the case in which the measurement comes from an environment sensor is described, afterwards the same will be done for the case that an odometry measurement is encountered.

Case 1: The last encountered data item is a sensor environment measurement, 
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Rule 1 is what has to be calculated. The righthand part of the previous rule can be rewritten using the first condition. This results in the following:
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In other words, the datastream 
[image: image97.wmf]d

 consists of every collected measurement in the past, including the newly encountered sensor environment measurement. Using the Bayes rule this can be rewritten into rule 3:
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 (3)

Using the Markov Assumption, the present location is known so all previous data is irrelevant, the previous rule can be changed into the following simplified version:


[image: image99.wmf])

,...,

|

(

)

,...,

|

(

)

|

(

)

(

1

0

1

0

-

-

=

=

=

=

T

T

T

T

T

T

T

d

d

s

P

d

d

l

L

P

l

L

s

P

l

L

Bel



 (4)

The denominator in rule 4 does not depend on position 
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 of the robot, so it can be replaced by a constant normalizer 
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It is clear that the previous rule has an incremental nature. Consider the first condition, 
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. The end of the righthand part of rule 5, 
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 resembles the righthand part of the condition. The only difference is that the last part of rule 5 does not take the last encountered measurement into account. Therefore it follows that the previous belief 
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. Substituting this into rule 5 results in the following rule:
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It can be seen in the last rule (6) that the posterior belief 
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. The incremental equation derived in rule 6 will be used in the Markov Localization algorithm to update the position whenever an environment sensor measurement is encountered. The algorithm itself will be presented in the next section.

Case 2: The last encountered data item is an odometry measurement, 
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Rule 1 is what has to be calculated. The righthand part of the previous rule can be rewritten using the Theorem of Total Probability into the following form:
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As could be seen in the previous case, the datastream 
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 encountered in the rule can be expanded to 
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For now, only the first 
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 of rule 2 will be substituted, so all of the steps in the derivation will be kept fairly simple. The substitution results in:


[image: image118.wmf]ò

=

=

=

=

=

-

-

-

'

)

|

'

(

)

'

,

,

,...,

|

(

)

(

1

1

1

0

dl

d

l

L

P

l

L

a

d

d

l

L

P

l

L

Bel

T

T

T

T

T

T


 (3)

Using the Markov Assumption this can be changed into:
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Now the second datastream 
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 can be substituted, resulting in:
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Rule 5 can be simplified. When looking at the righthand part of the previous rule, 
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As was the case with the environment sensor measurement, it appears that here rule 6 also is of an incremental form. Again, consider the condition 
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. The righthand part of the condition closely resembles the end of rule 6, 
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. The only difference is that the last measurement is not taken into account. As could be seen in case 1, it follows that 
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. Substituting this into rule 6 leads to the following rule:
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In order to calculate the posterior belief 
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 has to be multiplied with the motion model 
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, and in conclusion the integral has to be taken of the result. The incremental equation derived in rule 7 will be used in the Markov Localization algorithm to update the position whenever an odometry measurement is encountered. The algorithm itself will be shown in the next section.

2.2.3 The Markov Localization algorithm
Together the two equations from the previous section, rule 6 of case 1 and rule 7 of case 2, which are used for updating the position, form the heart of the Markov Localization algorithm. The complete algorithm is presented here:

for each location 
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end for

forever do

    if new environment sensor measurement 
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        for each location 
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        end for

        for each location 
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        end for

    end if

    if new odometry measurement 
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 is received do
        for each location 
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 do
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        end for

    end if

end forever

The first thing that will be done in the algorithm is to initialize the belief. Because in general it is assumed here that the initial position is unknown, the probability density at time 
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 will be uniformly distributed. It is also possible that there already is some information known about the position of the robot. If that is the case, a peaked Gaussian distribution can be centered at that location.

After the initialization there are two options. The first one is that the perception model will be applied, the second is that the motion model will be used. Every time a new measurement arrives, we check what kind of measurement it was. If it came from one of the sensors of the robot, the perception model 
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If  the new measurement came from the odometry, the motion model 
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Updating the beliefs will be done until the program running this algorithm is terminated.

2.2.4 Advantages and problems with Markov Localization

In the previous section it appeared that a robot using a localization technique like a Kalman Filter is not able to acquire his position when it does not have information about his initial position. To overcome this problem, a different technique called Markov Localization was developed. Markov Localization is able to ascertain the position of the robot starting from scratch.

Furthermore, unlike Kalman Filters, it also has the ability to recover from situations in which the robot, after a certain amount of time, has absolutely no idea about his current position, the so-called localization failures. Kalman Filters are in general not able to handle these failures.

Another advantage Markov Localization has over Kalman Filters is that is has the capacity to deal with ambiguous situations. When encountered with multiple possible locations in the environment, Markov Localization is able to keep track of every option. It can do this because it keeps a probability density over the whole environment to estimate the locations where the robot could be. Hopefully, in time the density will be centered around one single point in the environment, depicting the true location of the robot. Kalman Filters on the other hand are unable to handle this problem.

There are however also some details tied to Markov Localization which result in several problems. The algorithm discussed above assumes that the environment is static. Because of that, a robot that uses this algorithm will most likely have trouble localizing itself when placed in a dynamic environment. By dynamic we mean an environment where there are objects that move around. For example, people moving around in the various rooms and hallways of the environment, or pieces of furniture that are continually placed on other locations. Recently some methods have been developed which enable Markov Localization to work even in dynamic environments [Fox et al 1999]. These however will not be discussed in this thesis.

Another problem is concerned with the state space representations. Most approaches of Markov Localization organize the state space according to a coarse, topological structure of the environment. Although these approaches are able to solve the problem of global localization, because of the coarse resolution of the state space representations, the estimations of the positions will in general not be that accurate. As a result, the robot can only estimate his position depending on the resolution of the topological grid. Therefore, when using topological approaches it is possible that the best estimate of the position will vary from the position in the real world. When using a grid-based approach, the state space is discretized. This way, the probability density can be approximated by a piece-wise constant function. Although this approach is powerful, it also introduces some problems. Grid-based approaches are inclined to use enormous amounts of memory and the resolution and size of the state space have to be determined before starting with the computational part. Due to the computational requirements, it is largely impossible to process all of the measurements in real-time. This results in a situation in which a lot of valuable information about the state will not be available. Consequently, the estimate of the position is not very accurate.

Chapter 3

Particle Filters

In this chapter a different approach to robot localization is discussed. This approach belongs to the class of particle filters. Particle filters are sampling-based methods; the probability density of the state vector is represented by a set of samples randomly drawn from it [Doucet et al 2001].

First, we look at some of the reasons why sampling-based methods are becoming more popular than the traditional localization methods. Second, the basic particle filter technique for robot localization, Monte Carlo localization, is presented. It seems that although Monte Carlo localization is better than the traditional methods, it also suffers from several problems. Finally the auxiliary particle filter will be described, along with the solutions it offers to the problems of Monte Carlo localization.

3.1 Motivation

Before describing in detail the workings of particle filters, we look at some of the reasons of why particle filters are preferred over the more traditional localization methods. It seems that by employing this technique several problems concerned with the traditional methods are completely, or the greatest part, solved.

3.1.1 Dealing with a continuous state space

A significant problem concerned with localization is the way in which the environment is represented. We have to assume that every position in the environment could be a valid location for the robot. As such, the environment can be regarded as a continuous state space. The problem now is how to deal with it, especially how to deal with the posterior density 
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, which gives us the information we need, that is possible positions and orientations, in the state space. When trying to describe the density, several methods, for example Markov localization, require a great deal of memory to accomplish this. Particle filters on the other hand use a different method for describing the density. They approximate the density with a set of samples drawn from it. As a result, the continuous state space is converted into a discrete state space, which requires less memory to be used and also is easier to sample from.

3.1.2 Large state space

Some localization methods inflict a heavy burden on computational resources. Grid-based Markov localization for example has to use enormous amounts of memory when the dimension of the state space is high. This is because the state space is discretizised and afterwards the state space density is approximated by a piece-wise constant function.

Sampling-based methods, like particle filters, place less of a burden on computational resources. Instead the density is represented by a set of samples that are randomly drawn from it. This in general requires much less memory for usage.

3.1.3 Multi-modal densities

When in the process of localization, the possibility arises that multiple different positions for the robot have to be considered. A technique like the Kalman filter is not equipped for dealing with this problem. Instead Kalman filters display the entire state space density in one single unimodal Gaussian distribution, i.e. only one single possible location. As a result they cannot be used for global localization where multi-modal probability distributions appear frequently.

On the other hand, particle filters do have the ability to represent multi-modal densities. The distribution of the state vector is represented as a set of particles in state space. During visualization of the process of localization, every observation of a possible location of the robot consists of a cloud of particles. The more likely an observation is, the higher is the number of particles tied to that observation.

3.1.4 Global localization

With global localization the initial position of the robot is unknown and it has to be determined from scratch. To solve this problem, the robot should be able to handle multiple, distinct hypotheses. As already said in the previous paragraph, particle filters can represent multi-modal densities. Therefore they can be used for global localization.

3.1.5 Localization failures

When the situation occurs in which the robot after some time is unable to determine its position, we speak of a localization failure. When this happens the robot has to start over with regard to localization. Because now the new initial position is unknown, this situation resembles the start of global localization. Because particle filters can handle the global localization problem, they are also able to cope with localization failures.

3.2 Monte Carlo localization

Monte Carlo localization is a different approach to the localization problem compared to Kalman filters and Markov localization. Here the probability density is represented by a set of samples that are randomly drawn from it.

3.2.1 Bayes filtering

Monte Carlo localization is based on a recursive Bayes filter that estimates the posterior distribution of the position, or multiple positions, conditioned on sensor measurements. Before delving into Monte Carlo localization itself, we first show the foundations and equations on which Bayes filtering is based.

Bayes filtering tries to estimate a probability density over the state space in accordance with the data that is encountered. Data could be images collected by cameras, odometry readings, range measurements, etc. Bayes filters, just like Markov localization, assume that the environment is Markov. In other words, past and future are independent of each other if the current state is known. 

This results in a posterior density, which sometimes is called the belief of the robot about its position. It is denoted by:
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This can be read “the probability that we are in state 
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Parameter 
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 denotes an action, for example the movement of the robot. We assume that there will always be an action 
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 present in the transition model, therefore the model can be simplified into:
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Also, every time step 
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, the robot observes a sensor measurement of the environment. Because this will most likely also change the posterior, this has to be taken into account in the process of calculating a new posterior. The observation model is given by
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We assume that the observations 
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 are independent from each other, given the states 
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. The observation model is also called the measurement or sensor model.

Using the Bayes rule, the posterior at time 
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So the posterior can be calculated by multiplying the likelihood with the prior density. The prior density is given by:
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It can be seen that the prior density makes use of the previous posterior density.

The two formulas together form the basis for Bayes filtering. There are however some pitfalls concerned with solving for the posterior density. To be able to calculate the posterior, we need to compute the integral from the prior density, multiply it with the likelihood 
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 and normalize the resulting posterior density to unit integral. When the transition and observation models are linear and/or Gaussian, the equations can be easily solved when using Kalman filters. However, when these models are nonlinear and/or non-Gaussian it is not possible to calculate the posterior density analytically. If this is the case, the problem has to be tackled by using approximations or simulations. This is exactly what particle filters are designed for.

3.2.2 The basic idea

As shown in the previous section, Monte Carlo localization is based on Bayes filters. The problem with Bayes filters is the way in which the continuous posterior density is represented. This is especially a problem when the transition and the observation model are nonlinear and/or non-Gaussian, because the posterior cannot be analytically calculated.

Monte Carlo localization avoids this problem, by recursively approximating the continuous posterior density 
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. This is done by representing the continuous posterior density by a set of random particles 
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 being the index of a particle 
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. Each particle represents a state and the weights correspond with non-negative numerical factors that sum up to one. As a result, the continuous posterior density is approximated by a discrete distribution with a random support.

At the start, the initial set of samples represent the initial belief 
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 about the state. In our example, a robot in a certain environment, the initial belief is given by several particles drawn from a uniform distribution over the whole environment. Typically, in such a situation all weights have the same value. So when there are 
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As a result, the posterior density distribution can now be rewritten into a discrete form by an empirical estimate:
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Here 
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 is a delta function, which is centered on particle 
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 otherwise. As can be seen in the function, the posterior is not continuous anymore. Because it has been approximated, it is converted into a discrete version.

With the help of the previous rewritten equation for 
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, the equation for calculating the continuous prior can also be changed into a discrete version. This is sometimes called the mixture density.
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The integral for computing the prior is now replaced by a summation. This is much easier to compute, as sampling is much easier than analytically solving the continuous version of the equation.

To be able to calculate the posterior density 
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, we first have to know the value for the prior 
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. This is a difficult task when we use the integral. However, in the discrete version of the prior, there is no integral anymore. Therefore the posterior density can now be changed into the following form:
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As can be seen, compared to the continuous version of the posterior density, it is more trivial to calculate the discrete version.

The two equations used to compute the discrete versions of the prior 
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 and the posterior 
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 densities form the basis for the Monte Carlo localization algorithm, which will be discussed in the next section. Because they are discrete functions, it is much easier to compute them. Compared to other methods like Markov localization, it uses less memory and is computationally less expensive. Furthermore, they are very easy to implement.

3.2.3 The Monte Carlo localization algorithm

In this section a possible algorithm for Monte Carlo localization is presented. It uses the discrete versions of the equations needed for computing the prior and the posterior densities.

The Monte Carlo localization method has a prediction and an update phase. Assume that during the initialization of the filter, at time 
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In the prediction phase we use the set of samples 
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 containing the particles from the last iteration of the algorithm, or, if this is the first time the algorithm is run, the set of randomly distributed particles 
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 is used to sample from. This results in a new set of particles 
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, the prime denotes the fact that in the obtained set the new measurement is not yet incorporated. The new set approximates the prior density 
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In the update phase the measurement 
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 is integrated into the process of calculating the posterior density. We already have the prior density, approximated with the set of particles 
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. Each particle has to have a certain weight linked to it. This weighing is given by:
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All of the weights are given a value according to how likely the observation is, given the particle linked to the weight, i.e. they receive the value which is given by the likelihood. The result is a set of weights, which are not yet normalized. This however is to be done at the end of the update phase. Now it is time to obtain a new set of particles 
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. This is done by resampling from the weighted set 
[image: image205.wmf]}

,

'

{

1

1

i

t

i

t

x

+

+

p

. During resampling, particles which have a high weight are more likely to be drawn from the weighted set, some particles will most likely be picked several times. Outliers on the other hand, in general with a very low value in the weight, have a high chance of being discarded. After the new set of particles is obtained, the weights still have to be normalized. This is done in a final normalization-step, which ensures that all the weights will sum up to one.

Below an algorithm for Monte Carlo localization is shown. This algorithm is called Sampling/Importance Resampling (SIR):
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             normalize all weights 
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             a new set of samples 
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Step 1 and 2 are repeated for the duration of the process of localization.

3.2.4 Problems with Monte Carlo localization
As we already said in the beginning of this chapter, there are various benefits with regard to using particle filters instead of the more traditional methods. They are less of a burden on computational resources, especially when compared to grid-based Markov localization. They have the ability to track the position of a robot locally and localize it globally. Furthermore they are able to represent multi-modal densities.

There are however also several problems. The first one deals with the fact that a standard Sampling/Importance Resampling particle filter needs a lot of particles when the likelihood is too peaked. In many cases the prior will be spread out more than the observation likelihood. This will require a large number of particles to be sampled for convergence. Because of that, the results will tend to become less precise.

A second problem is when the likelihood can be found in one of the tails of the prior. This situation can be seen in Figure 3. The most interesting part of the posterior is the part where the prior and the likelihood overlap each other. When sampling from the prior 
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 in this situation, there will not be enough particles produced in the overlapping part. Moreover, the weights 
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 will be unevenly distributed. As a result, the posterior cannot be represented with reasonable accuracy. This is especially a problem when outliers are encountered [Pitt et al 1999]. 
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Figure 3: Sampling only from the prior fails to produce enough particles in the

  

 overlapping region between the prior and the likelihood function. 

A third problem is about the question of how the observation model 
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is represented. In many cases, the observation model is unavailable. Then a good model has to be estimated from the data from sensor measurements. These measurements may well involve high-dimensional vectors. For example, they could be camera images, laser range profiles, and so on. The dimensionality of the measurements has to be reduced, allowing them to be easily incorporated into the observation model. However, when using lower-dimensional measurements, a lot of information is discarded. This can affect the whole process of localization. Therefore not a too low dimension has to be chosen. See [Vlassis et al 2002] for details.

3.3 Auxiliary particle filters

The auxiliary particle filter is an enhancement over the particle filters based on Monte Carlo localization. It resolves several of the problems that the basic particle filters are unable to solve.

3.3.1 An auxiliary particle filter algorithm
The main problem concerned with all particle filters is how to optimally sample from the posterior. One solution is to use an auxiliary particle filter. The main difference compared to the basic particle filter is that it places the likelihood inside the mixture density. Therefore we can change the equation for sampling from the posterior into the following form:
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In the above equation, the product 
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 is used as component probability, making it possible to sample from the respective mixture. Now however we encounter a new problem. In the likelihood 
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 the state vector is unknown, so we need a way to approximate the mixture. This results in the following estimate of the posterior:
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Here 
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 is a value that is tied to the 
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, for example the mean, the mode, a draw or some other likely value associated with the density.

So to sample from the posterior, the following has to be done:

1. propagate particle 
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2. sample 
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3. reweigh the weights belonging to particles 
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 using the following equation:
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The equation above will have as a result that weights will not vary as much as when using the basic particle filter. Moreover, because we are mostly looking at particles associated with high likelihoods, particles with a low likelihood tend to be sampled less frequently.

Chapter 4

Experimental results

In this chapter we present the experiments and the results we obtained from them. First the experimental setup is discussed.

4.1 Experimental setup

We want to compare results for Monte Carlo localization and localization with an auxiliary particle filter. We do this by using real image data obtained from a robot moving around in an office environment (see figure 4-1).
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Figure 4-1: The environment from which the images were taken

The image data we use comes from the MEMORABLE robot database. It is made by the Tsukuba Research Center in Japan, for the Real World Computing Partnership. The database is comprised of roughly 8000 pictures of robot positions with associated measurements from camera images. The measurements were obtained by positioning the robot on the grid-points of a virtual grid in the office environment. The distances between all of the grid-points are 10 cm.
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Figure 4-2: Image from a camera with a hyperbolic mirror

The robot used for obtaining the measurements is a Nomad 200. During the collecting of the image data it was equipped with an omni-directional imaging system. This was comprised of a vertically oriented standard color camera with a hyperbolic mirror placed in front of the lens. As a result of this setup, images were acquired which look like figure 4-2, an omni-directional view from the position the image was shot. The omni-directional camera images were transformed into 360 degrees panoramic images, and after that smoothed and finally subsampled to reduce the dimensionality. As a result the images have a resolution of 64 x 256 pixels. Figure 4-3 shows a typical example of what the omni-directional image would look like after the transformation.
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Figure 4-3: Panorama image derived from omni-directional image

During the experiments, we simulate the robot moving from one position to the next one in the office environment. At every position, the robot has to compare the image taken at that position with other images for establishing its position. What is actually compared are several features derived from the images. These features are obtained by using Principal Component Analysis [Kröse et all 2001].

Principal Component Analysis (PCA) computes the eigenvectors of a set of images. The eigenvectors are used as an orthogonal basis for representing the individual images. In principal, all eigenvectors are needed to represent an entire image. However, for visual recognition, only a subset is needed. When comparing images, it is computationally cheaper to use only a subset of eigenvectors. The images can be thought of d-dimensional data vectors. PCA projects this data vector onto the eigenspace. The eigenspace is built up by the first q eigenvectors, with q < d. They represent the q directions in which the variation in the set of images was maximal. When q is taken sufficiently large, the most part of the variation of the set of images is still preserved. After PCA, the original images are projected onto the eigenvectors. The eigenvectors essentially transform the original image into a set of linear features. These features will be used for comparing the image the robot sees at his position with the images from the training set. For a more detailed discussion of PCA, see [Kröse et al 2001]. In our experiments, the image set is composed of about 125 images and we project these images into 10 dimensions. The comparing of the images and the construction of the appearance (observation) model will therefore be done in a 10-dimensional space. 

4.2 Observation model

As mentioned in the previous section, we make use of a dataset that consists of about 8000 pictures. This dataset will be used to calculate the distance from a certain point to all of the pictures in the dataset.

The question is how the dataset should be set up. It does not make sense to use all of the pictures from the database. That would mean that with each movement of the robot we should compare the measurement with each of the 8000 pictures. That would result in very costly operations, even though the dimensions of 
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 and 
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 are relatively small.

For this reason we have decided to use another approach to build a suitable dataset. The environment from which the images were taken has been divided into several parts. This is done by placing a virtual grid over the environment. Every grid-point of the virtual grid is collected and put into the dataset. To give an idea of how much grid-points there are, the distance between every point in the grid is 50 cm. This means that the dataset contains about 300 images from the total set of 8000. When a new measurement arrives, the measurement will therefore only be compared to the 300 images in the dataset.

The observation model we use is a nearest neighbors-based model [Vlassis et all 2002]. Every time the robot moves, it sees an image of the environment. According to that measurement, it has a belief of where in the environment it could be located. Because we simulate this whole situation, instead of actually seeing a real image, we supply our virtual robot with the image of the position where it is really located. Each time this happens, several PCA-features from the image are extracted (in our examples there are constantly 10 features). These features are then compared to 
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Figure 4-4: An example of estimating the position with nearest neighbors

the features collected from the images in the dataset. This is done by calculating the Euclidean distance in 10-dimensional space between the features from the image at the present location and every image in the dataset. We then maintain the first 20 nearest neighbors. These are the nearest neighbors of the observation and as such the most likely candidates to correspond to the actual position of the robot. However, care has to be taken, because some of these neighbors may look like the image feature-wise, but may be so because of image occlusion. In fact, because of this some of the nearest neighbors actually could ‘accidentally’ be chosen as a neighbor.

In figure 4-4 we show an example of how the location of the robot (likelihood of a particle) is determined. Note that in the example the upper side of the picture contains three dimensions. We however use 10 dimensions in our experiments. When the robot receives a new measurement, it incorporates this measurement with the information it already had about the possible location where it could be located. It determines where the nearest neighbors are with respect to the new measurement. From these it computes the corresponding robot positions as stored in the database (note that the database contains pairs of images-positions). Then it places a Gaussian kernel over each of these positions. The weighted sum of these kernels in effect forms the likelihood function shown in figure 3. 

In our experiments we selected five different values for the kernel-sizes:

· 10 cm

· 100 cm

· 200 cm

· 500 cm

· 1000 cm

In our experiments there are two different methods for giving a weight to the nearest neighbor kernels. The first one gives every kernel the same weight, according to the following formula:
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 being the number of kernels, in our case 
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 = 20. When this is the situation, the actual distances of the nearest images to the actual image are neglected and each is given the same value.

The other method for giving a weight to each kernel can be seen in figure 4-5. Here the weights are distributed according to the following formula:
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with 
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 being the number of nearest neighbors, 
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 denotes the nearest neighbor that is being considered.

First the 20 nearest neighbors are sorted. The one that is closest to the current observation, according to the measure of Euclidean distance in 10-dimensional feature-space, is seeded as number one. This is done for all of the neighbors, therefore the neighbor with the largest distance is seeded at the 20th place. Then every nearest neighbor is given a weight according to the formula given above. As can be seen in figure 4-5, the neighbor seeded as first is given the largest weight, and so on.

This method still suffers from problems caused by image occlusion. If the situation occurs where because of image occlusion a certain image is accidentally considered as a nearest neighbor, in the simulation it would attract some particles. This could certainly cause localization problems when it is one of the top ranking neighbors.
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Figure 4-5: The closer a nearest neighbor is to the

                 observation, the more weight it gets

4.3 Comparing MCL with APF

In this section the results obtained from testing are presented. We devised several different routes which have been traversed in the office environment. Every route has the same length of about 250 different positions. In the movement from one position to the next, there are no jumps. This means that all of the positions are connected either horizontally or vertically.

During testing we use 100 particles. At the start of each experiment these will be uniformly distributed throughout the whole office environment. When the first measurement is received, the 20 nearest neighbors in the pose space will be determined, then the particles will be drawn towards them. After several measurements, the expectation is that the particles will resemble the position where the robot is most likely located.

The first three figures shown in the next three paragraphs (figures 4-6, 4-7 and 4-8) are obtained by using the sliding scale method for determining the weight of the nearest neighbors. Figures 4-9, 4-10 and 4-11 are the results of testing while each nearest neighbor is given the same weight.

4.3.1 Distance from actual position using MCL with sliding scale

In this first test we make use of the sliding scale method, i.e. every nearest neighbor gets a weight which resembles the chance of being the most likely option for the actual position.

This goal of this test is to determine the difference between the actual position, which we already know beforehand, and the position estimated by usage of Monte Carlo localization. This estimation process is accomplished by taking all the 
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[image: image252.wmf]x

- and 
[image: image253.wmf]y

-coordinate.

As can be seen in figure 4-6, at the beginning of the localization process there is a large difference between the estimation and the real position of the robot. This is due to the fact that at the beginning all the particles are randomly [image: image254.jpg]250
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Figure 4-6: The difference in Euclidean distance between the actual location of

        the robot and the estimated location using Monte Carlo localization

distributed throughout the environment. Therefore it takes several measurements until they are attracted to one of the nearest neighbors.

After the first phase the particles catch on to the set of nearest neighbors. The difference in Euclidean distance between the actual position of the robot and the estimated position immediately becomes much smaller. In the long run it becomes more or less constant around a distance of about 35-40 cm. This holds for most of the different kernel-sizes, except for the kernel with size = 100 cm. That particular kernel-size has from the start of the experiment an extra error of about 3 cm.

4.3.2 Distance from actual position using APF with sliding scale

In this experiment the sliding scale, see figure 4-5, is used yet again. Figure 4-7 resembles figure 4-6 a lot. The main difference is that in this particular experiment the kernel with size = 100 cm does not introduce an extra error. Instead it also follows roughly the same path as the other kernel-sizes. 
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Figure 4-7: The difference in Euclidean distance between the actual location of the

                              robot and the estimated location using the auxiliary particle filter

In this experiment with the auxiliary particle filter, the average position of the particles acts similar to the version which uses Monte Carlo localization. First the uniformly distribution of the particles, accounting for the high error in distance at the start. Then some particles catch on to the nearest neighbors, after which the error decreases. And afterwards the error remains constant around 35-40 cm.

4.3.3 Comparing results from APF and MCL with sliding scale

In the previous two paragraphs we showed the results from the experiments for localization with either Monte Carlo localization or the auxiliary particle filter, with the weights of the nearest neighbors given by the sliding scale method. Here we want to compare the two methods. 

To determine which method is better, we used the results from the previous two experiments and combined them. In other words, we took the error in distance when using the auxiliary particle filter and subtracted the error caused by Monte Carlo localization. The result of that procedure can be seen in figure 4-8.
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Figure 4-8: Comparing the auxiliary particle filter with Monte Carlo localization.

                          < 0 means that the auxiliary particle filter is better. > 0 means that Monte

             Carlo localization is better. 0 means that the two methods are equally good

As was expected after having seen the results from the experiments, the overall difference between the two methods is not very significant. On the other hand, it can be seen that the auxiliary particle filter method performed slightly better than the Monte Carlo localization method. This is particularly obvious when looking at the kernel with size = 10 cm. With that kernel-size, the auxiliary particle filter had an error which was about 2 cm, measured in Euclidean distance, smaller than the other method. The kernels with sizes 200 cm and above had an error that was between 0 and 1 cm smaller. Only the kernel of size 100 cm did not perform so well.

4.3.4 Distance from actual position using MCL with equal nearest neighbor weights

In this test we give each nearest neighbor the same weight. As already mentioned, all of the weights together sum up to one. So each nearest neighbor will have the same attraction to the particles.
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Figure 4-9: The difference in Euclidean distance between the actual location of

                          the robot and the estimated location using Monte Carlo localization

Consider figure 4-9. As was the same with the previous experiments, at the start there is a considerable margin of error between the actual location of the robot and the estimated position, which is a result of the average x- and y-coordinates of the particles. This is off course because the particles are uniformly distributed throughout the whole environment.

As the experiment goes on, the particles which lie in the vicinity of nearest neighbors get a higher likelihood. As a result of that, the average coordinates come closer to the actual position. This can be seen in the figure by the decrease in the error after the start. In the rest of the experiment the error in the Euclidean distance varies between 35 and 45 cm.

4.3.5 Distance from actual position using APF with equal nearest neighbor weights

As in the previous experiment, this experiment also guarantees that the nearest neighbors all get the same weight. Figure 4-10 resembles figure 4-9 for the greatest part. All of the lines depicting a different kernel-size follow roughly the same path. First the uniform distribution of the particles takes place, then the particles start to come closer to nearest neighbors, and with that hopefully to the actual position of the robot. It can be seen in the figure that they are, because the error in distance decreases. After a while the average error becomes somewhat constant, it varies between 35 and 45 cm.
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Figure 4-10: The difference in Euclidean distance between the actual location of 

                           the robot and the estimated location using the auxiliary particle filter

There is however a slight difference between figure 4-9 and 4-10. Notice that the error in Euclidean distance does not get over 45 cm for the auxiliary particle filter. This was not the case when we used the Monte Carlo localization method. Furthermore, it can be observed that the margin of error over the whole series of tests in this experiment is a fraction smaller than in the previous experiment (figure 4-9). This could indicate that the auxiliary particle filter performs better than Monte Carlo localization.

4.3.6 Comparing results from APF and MCL with equal nearest neighbor weights

In this final paragraph in which results are shown, we discuss the comparison between the auxiliary particle filter and Monte Carlo localization. To compare the two methods we use the results obtained from the two experiments we discussed in the two previous paragraphs. As was the case with the comparison of the auxiliary particle filter and Monte Carlo localization with a sliding scale for determining the weights for the nearest neighbors, we first take the results from the auxiliary particle filter and then subtract the results from Monte Carlo localization from it. The result can be seen in figure 4-11.
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Figure 4-11: Comparing the auxiliary particle filter with Monte Carlo localization.

                             < 0 means that the auxiliary particle filter is better. > 0 means that Monte

                              Carlo localization is better. 0 means that the two methods are equally good

The expectation was that the auxiliary particle filter would perform better than the Monte Carlo method. This was because we already noticed by comparing figures 4-9 and 4-10 that the auxiliary particle filter had a smaller error in the measure of Euclidean distance. And indeed, when looking at figure 4-11, it can be observed that for every kernel-size the auxiliary particle filter performs better. Especially the kernels with size 10 and 100 cm have an error that is on average 2 cm or more smaller compared to the tests conducted with the Monte Carlo method.

4.3.7 Discussion

In the previous six paragraphs we have shown the results we obtained during the course of the various experiments and displayed them in figures 4-6 to 4-11. As a result, we can make some observations.

Figure 4-6 and 4-7 resemble each other very closely. The main difference is that the kernel with size 100 cm does not introduce an extra error with respect to Euclidean distance. The other kernel-sizes are roughly the same. The error in the distance will become constant between 35 and 40 cm. This means that the average displacement from the actual position is about 25 to 28 cm.

Figure 4-9 and 4-10 also resemble each other very closely. Here it can be seen that the auxiliary particle filter (figure 4-9) performs slightly better than Monte Carlo localization (figure 4-10). This is clear because the average error is constantly lower. After some time, for both methods the error becomes constant between 35 and 45 cm. This results in an average displacement from the real location of the robot of about 25 to 32 cm.

It becomes clear that that the technique of giving nearest neighbors a weight according to the sliding scale method has better results compared to the option of giving every nearest neighbor the same weight. Although the minimum displacement error is the same, the maximum error can differ 4 cm. It is only a small difference, but it nevertheless means that assigning weights by using the sliding scale method yields better results.

From the figures comparing the two localization methods, it is clear that the auxiliary particle filter performs overall better than the Monte Carlo method.

Chapter 5

Conclusions

In this thesis we compared two localization methods, the auxiliary particle filter and Monte Carlo localization. To motivate the use of these methods for robot localization, we also described two traditional localization methods, the Kalman filter and Markov localization. We showed what problems these methods have and how the auxiliary particle filter and the Monte Carlo method could overcome these problems. The Monte Carlo method, often called the particle filter, has its positive points, but encounters problems which hinder more precise localization. Therefore a slight variation of the particle filter has been developed, the auxiliary particle filter.

As said, the objective was to compare the two different particle filters, in the meantime expecting that the auxiliary particle filter would perform better. After conducting several experiments, with several different parameters, we come to the conclusion that the auxiliary particle filter yields better results with respect to localization of a robot than Monte Carlo localization. The difference between the two methods is however fairly small.

The important thing to note is that the performance of the auxiliary particle filter improves relative to Monte Carlo localization when the size of the kernel becomes smaller. This reveals the potential of the auxiliary particle filter to handle cases with low sensor noise.

5.1 Future work

There are several aspects of this research which could be improved. This would not take a large amount of time or a lot of other resources. They could however result in improved localization performance, so they should be taken into account.

In our research we only considered two different options with respect to assigning weights to nearest neighbors:

· Every nearest neighbor receives the same weight, thereby neglecting the percentage of likeliness between the measurement and the nearest neighbors.

· The sliding scale method. When a nearest neighbor resembles the measurement very much, according to PCA, it gets a high weight. The least likely nearest neighbor gets a very low weight.

As we observed in our experiments, the sliding scale method yields better results compared to giving every nearest neighbor the same value. However, there could be other methods that could give better results. For example we could use a decreasing exponential function. With this method a very likely nearest neighbor would receive a very high weight, even higher than when using the sliding scale method. All of the following nearest neighbors would consequently receive a lower weight, less than with the best method we used in our research. With this method we expect an improvement, albeit a minor one.

A second option for further research would be to determine whether the grid we used to obtain nearest neighbors could be improved. We used a grid where the grid-points were 50 cm from each other. It is however tricky. When the grid-points are set even further from each other, it is likely that the results from localization will deteriorate. On the other hand, when decreasing the distance between the grid-points, the estimation will be more precise. While this obviously is a situation you really would like to have, it could also cause a problem. The smaller the distance between the grid-points, the larger the number of potential nearest neighbors. This means that a measurement should have to be compared to an enormous amount of possible nearest neighbors. In the environment used for this research, this could be extended towards about 8000 grid-points. This would cause an enormous computational problem, therefore it is not advised. The challenge is to find the right distance between the grid-points, which could be done with a lot of tuning.

Another option for further research has to do with the size of the kernel. When the size of the kernel is taken too large, particles which are far away from nearest neighbors still would receive a fairly high likelihood. This would result in a much slower progress towards finding the actual location of the robot, or even a wrong location. Multiple hypotheses would remain for a long time in the process of localization, which hampers localization. On the other hand, when using a kernel-size that is too small, there is a chance that particles which are located around the actual location could be dismissed. This could end up in bad localization. In our research, when using the sliding scale method, the different kernel-sizes all ended up with a displacement between 25 and 28 cm. It should be taken in account that the smaller sized kernels, those with size 10 and 100 cm, performed slightly better in our research. This is exactly what we expected by the use of the auxiliary particle filter.
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