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Question 1
Assume you have a robot equipped with a sensor capable of measuring the distance and bearings to land-
marks. The sensor furthermore provides you with the identity of the observed landmarks. A sensor mea-
surement z = (zr, zθ)T is composed of the measured distance zr and the measured bearing zθ to the
landmark with signature l. Both the range and the bearing measurements are subject to zero-mean Gaussian
noise with variances σ2

r and σ2
θ . The range and the bearing measurements are independent from each other.

A sensor model models the probability of a measurement z of landmark l observed by the robot from pose
x. Design a sensor model p(z|x, l) for this type of sensor.

Question 2
Robots operate in many different environments. In each environment different types of landmarks may be
useful. For each of the following three environments: office, outdoor and underwater think of five different
types of landmarks that might be well suited.

How useful are your landmarks in combination with the following sensors: sonar, laser, monocular
vision, and stereo vision? Please submit your ratings1 (”++” very useful, ”+” useful, ”-” not useful, ”–” not
possible) in tabular form with short explanations for not-obvious ratings.

Question 3
Suppose we have an existing (and working!) EKF implementation of feature-based localization for a mobile
robot operating on a paved surface. Now suppose we like to operate the robot in outdoor terrain where the
robot can face four very distinct surfaces: pavement (where the existing EKF implementation works well),
ice (where the wheels slip at random), water (where the robot floats), and mud (where the wheels frequently
become stuck). To do this, we se set up a Rao-Blackwellized EKF with extends the state of the existing
EKF with a discrete surface variable.

Note: a simple yes/no is insufficient. Please explain your answers. And please keep things simple! This
question is not about the dynamics of floating robots!

1Please note, that different ratings can be possible under different assumptions (e.g. lighting conditions). Yet, you may assume the
’typical’ conditions for each environment.
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(a) In the Rao-Blackwellized EKF, what elements of the state would be implemented by particle filters,
what elements by Kalman filters?

(b) What modification would one have to apply to the EKF itself?

(c) How would you compute the weight for resampling? (No equations please, just an intuitive explana-
tion.)

(d) Can the filter figure out the surface type? Will it?

(e) Someone proposes to replace the particle filter by a histogram filter. Is this possible? Is this a good
idea? Argue why / why not.

(f) Obviously we can re-implement the EKF using FastSLAM. What would the mean for the basic filter?
What variable would be represented by particles, what variables by Gaussians?

Question 4
Suppose an indoor robot uses sonar sensors with a 15 degree opening cone, mounted on a fixed height so
that they point out horizontally and parallel to the ground. This is a common configuration for an indoor
robot. Discuss what happens when the robot faces an obstacle whose height is just below the height of the
sensor (for example, 15 cm below). Specially, answer the following questions:

(a) Under what conditions will the robot detect the obstacle? Under what conditions will it fail to detect
it? Be concise.

(b) What implications does this all have for the binary Bayes filter and the underlying Markov assump-
tion? How can you make the occupancy grid algorithm fail?

(c) Based on your answer to the previous question, can you provide an improved occupancy grid map-
ping algorithm that will detect the obstacle more reliably than the plain occupancy grid mapping
algorithm?

Question 5
FastSLAM generates many different maps, one for each particle. The textbook didn’t specify how to com-
bine these maps into a single posterior estimate. Suggest two such methods, one for FastSLAM with known
correspondence and one for FastSLAM with per-particle data association.

Question 6
Imagine you are modelling the location of a robot with linear Kalman filters. Due to a circuit error, some-
times the measurement variance is a few orders of magnitude larger than expected. This happens with a
small failure rate pf .

(a) Explain what happens to your estimates.

(b) Improve the filter, such that it fixes the above mentioned problem.

(c) Consider that pf goes to 1, suggest an alternative improvement to the filter.
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Success!
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