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Introduction

Imagine a very complex automated process. Good examples are factories or ship control systems. In such environments, a large number of systems are present, each of them controlling parts that are crucial for the proper functioning of the entire system. Such a partial system could be the electricity system to power the factory, or an alarm system to warn operators in case something happens. 

This project emphasizes on the latter situation. What if really something happens inside the entire system? Let’s say that a pipe starts leaking in a cooling system. Principally there are three possibilities in that case:

1. Nobody or nothing notices the leakage. This is the most dangerous case, since it may result in overheating of an engine with may eventually break-down, potentially causing a snow-ball effect destroying the system.

2. A human or sensor observes the leakage. Typically this results in the generation of an alarm, after which action can be undertaken, for example closing a tap to stop the flow through the pipe and switching off parts of the system.

3. A sensor observes the leakage and actuators start certain actions to solve or stabilize the problem, without human intervention.

The third case is within the realm of self-reconfigurable systems. This will be the main topic of this project.

This project is called “self-reconfigurable distributed systems”. Here two issues are addressed. The first is self-reconfigurable systems. These are systems that can reconfigure themselves, hence solving an emerging problem autonomously, without human intervention. The second issues deals with distributed (sub)systems. In most huge complex control systems it will be desirable to divide the entire system into a hierarchy of sub-systems. The first hierarchical step is to identify main sub-systems, such as a cooling system. But also the cooling system can be divided into parts, conveniently chosen as to optimize the control effectiveness.

Project Goal and tasks

The goal of the project “self-reconfigurable distributed systems” is to improve the general understanding of such systems. The result of this work will be used in other projects (could be with industry) to solve problems related to complex control systems.

The tasks in this project can be divided as follows:

1. Literature study. Find what is available, which systems exist and what are the solutions. What is the advantage compared to human-controlled systems? What is difference between self-healing and self-reconfiguration? Try to find other fundamental differences, cases and solutions. This work will result in an overview paper.

2. Imagine the problem that may occur in large and complex systems. Choose a case and work it out. Try to discuss the possibilities and solutions for a (distributed) self-reconfigurable autonomous control system.

3. Build a (distributed) self-reconfigurable system yourself. Try to use methods that have been introduced during the course (Kalman filter, Bayesian network, etc). The type of implementation will be discussed during the starting phase of the project and will depend on the capabilities within the team.

4. Write a report about this project. Give recommendations to future designers. Try to find possibilities, limitations and constraints of self-reconfigurable distributed systems.

5. Presentation to the other DOAS teams.

The project starts at January 5th and ends at the 30th of January. The team members will have regular meetings within the team and weekly with the supervisor.

The evaluation criteria of this project are given below. Each of the topics will be valued:

· Throroughness of literature study

· Quality of case selection

· Quality of design

· Quality of implementation (if available)

· Quality of recommendations

· Documentation

· Presentation

Suggested literature

The following articles must be regarded as starting points for further exploration:

· J.A.A.J. Janssen and M.G. Maris. Self-Configurable Distributed Control Networks on Naval Ships, in SCSS 2003, Orlando, FL, 2003. 

· B. Demsky and M. Rinard. Automatic Data Structure Repair for Self-Healing Systems. First Workshop on Algorithms and Architectures for Self-Managing Systems. June 2003.

· Shen, W.-M., B. Salemi, and P. Will,   Hormone-Inspired Adaptive Communication and Distributed Control for CONRO Self-Reconfigurable Robots , IEEE Transactions on Robotics and Automation, (in print), October, 2002. 
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