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Abstract. Given a set I' of modal formulas of the form ~(z, p), where
x occurs positively in «y, the language L£4(I") is obtained by adding to
the language of polymodal logic K connectives §,, v € I'. Each term {,
is meant to be interpreted as the parametrized least fixed point of the
functional interpretation of the term ~(z). Given such a I", we construct
an axiom system K (I") which is sound and complete w.r.t. the concrete
interpretation of the language £4(I") on Kripke frames. If I' is finite,
then Ky(I") is a finite set of axioms and inference rules.
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1 Introduction

Suppose that we extend the language of basic (poly-)modal logic with a set
{ty | v € I'} of so-called fizpoint connectives, which are defined as follows.
Each connective f, is indexed by a modal formula y(z, p) in which & occurs only
positively, and the intended meaning of the formula 4., (p) in a labelled transition
system (Kripke model) is the least fixpoint of the formula v(z, p),

iy (p) = pz.y (2, p).

Many logics of interest in computer science are of this kind, such fixpoint con-
nectives can be found for instance in PDL [6]: (¢*) = pz.p V (a)z, in CTL [4]:
EU(p,q) = px.pV (¢ A<x) and AFp = px.p V Oz, and in LTL. Generalizing
these examples we arrive at the notion of flat modal fixpoint logic. Let Ly(I")
denote the language we obtain if we extend the syntax of (poly-)modal logic
with a connective f§, for every v € I'. The flat modal fixpoint logic induced by
I' is the set of Ly(I")-validities, i.e., the collection of formulas in the language
L4(I") that are true at every state of every Kripke model.

Clearly, every fixpoint connective of this kind can be seen as a macro over
the language of the modal p-calculus. Because the associated formula ~+ of a
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fixpoint connective is itself a basic modal formula (which explains our name
flat), it is easy to see that every flat modal fixpoint language corresponds to a
relatively simple alternation-free fragment of the modal p-calculus [7]. Despite
this restrictive expressive power, flat modal fixpoint logics such as CTL and
LTL are often preferred by end users, because of their transparency and simpler
semantics. In fact, most verification tools implement some flat fixpoint logic
rather than the full p-calculus.

Up to now however, general investigations of flat modal fixpoint logics have
not been pursued. Our research is driven by the wish to understanding the com-
binatorics of fixpoint logics in their wider algebraic and order theoretic setting.
As such it continues earlier work by the first author [9,10]. In this paper we
move on in this direction by addressing the problem of wuniformly axiomatiz-
ing flat fixpoint logics. Concretely, our main contribution concerns an algorithm
that, when given as input a (finite) set of positive formulas I", produces a (finite)
axiom system Kj(I") which is sound and complete w.r.t. the standard interpreta-
tion of the language £4(I") in Kripke frames. Note that this result does not follow
from Walukiewicz’ completeness result for the modal u-calculus [11]. Rather, it
should be interpreted by saying that we add to Walukiewicz’ theorem the ob-
servation that, modulo a better choice of axioms, proofs of validities in a given
flat fragments of the modal p-calculus can be carried out inside this fragment.

Let us summarize the construction of and the ideas behind the axiom system
K;(I'). Mimicking Kozen’s axiomatization of the modal u-calculus, an intuitive
axiomatization would be to add to a standard axiomatization K for (poly-)modal
logic, the axiom and the derivation rule

+ 'Y(ﬁv(p)»p) — (p), (ﬁv—preﬁx)
from (¢, p) — ¢ infer 4, (p) — ¢, (4,-least)

for each v € I'. These axioms and rules express that §,(p) is the least prefix-
point of v(—,p). The proof we present reveals that this is already a complete
axiomatization if all the formulas in I' are disjunctive or aconjunctive in the
sense of [11, 7]. However, as soon as arbitrary formulas are considered, the usual
problems on the use of conjunction within fixpoints arise obstructing the way to
completeness.

The intuitive axiomatization — which we may well call Kozen’s or Park’s
[5] axiomatization — may however be modified, and the Subset Construction [1,
89.5] suggests how to successfully do it. Roughly speaking, this is a procedure
that transforms a v € I' into a disjunctive system of equations — called here
BA(T}). 1t is shown in [1] that on complete lattices, the least solution of 2(T}’)
is constructible from the least fixed point of 7. The key idea of our axiomatization
K;(I') is to force this relation to hold on arbitrary algebraic models, by imposing
H(Tﬁ'y ) to have a least solution, constructible from f..

While our methodology is based on earlier work by the first author, we ex-
tend the results of [9] in two significant ways. First, the idea to use the subset
construction of Arnold & Niwinski to define an azxiom system for flat modal
fixpoint logics, is novel. And second, the Representation Theorem presented in
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Section 6 strengthens the main result of [9], which applies to complete algebras
only, to a completeness result for Kripke frames.

2 Preliminaries

We first give a formal definition of the syntax and semantics of flat modal fixpoint
logics. We then discuss the reformulation of modal logic in terms of the cover
modalities V. Finally, we introduce modal f-algebras as the key structures of the
algebraic setting in which we shall prove our completeness result. For background
in the algebraic perspective on modal logic, see [2].

Flat Modal Fixpoint Logic. Throughout this paper we fix a set I" of (poly-)
modal formulas/terms ~y(x, p) where x occurs only positively, i.e. under no nega-
tion. The vector p may be different for each v, but we decided not to make this
explicit in the syntax, in order not to clutter up notation. We also fix a finite
set I of atomic actions.

Definition 1. The set L4(I") of flat modal fixpoint formulas associated with I’
1s defined by the following grammar:

pu=p|oe| e Apa | Cip | ()
where © and v range over I and I', respectively.

We move on to the intended semantics of this language. A labeled transition
system of type I, or equivalently a Kripke model, is a structure S = (S, { R; |
i € I'}), where S is a set of states and R; C S x S is, for each i € I, a transition
relation. Given a valuation v : P — P(S) of propositional variables as subsets
of states, we inductively define the semantics of flat modal fixed point formulas.
Most of the inductive clauses are standard, for instance:

[Ciple ={x€S|TyeS st zRyand y € ||, }

In order to define |f,(¢)]v, let 2 be a variable which is not free in ¢ and, for
Y C S, let (v,2 — Y) be the valuation sending z to Y and every other variable
y to v(y). We let

I8, (@)lo = (WY | (@, @)l wovy S Y} (1)

By the Knaster-Tarski theorem, Definition (1) just says that the interpretation
of #,(¢) is the least fixed point of the order preserving function sending Y to
||7(5L'> 90) " (v,z—Y)-

The Cover Modalities V,. We will frequently work in a reformulation of
the modal language based on the cover modalities V;, i € I. These connectives,
taking a set of formulas as their argument, can be defined in terms of the box
and diamond operators:

VP = Di\/é/\/\OiQ),
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where ;@ denotes the set {O;¢ | ¢ € @}. Conversely, the standard diamond
and box modalities can be defined in terms of the cover modality:

Cip=Vi{p, T} Oip = Vi@ V Vi{p},

from which it follows that we may equivalently base our modal language on V; as
a primitive symbol. What makes the cover modality so useful is the distributive
law:

VeANE =\ Vi{ord |(p¢) e Z}, (2)

Zedrad’

where @ >1 @' denotes the set of relations R C @ x @' that are full in the sense
that for all p € @ there is a ¢’ € ¢’ with (¢, ¢’) € R, and vice versa. We mention
two key corollaries of (2), but first we need some definitions.

Definition 2. Let XY be sets of variables. Then we define the following sets
of formulas/terms:

1. Lit(X) is the set {x,—~x | x € X} of literals over X,

2. SC(X;Y) is the set of special conjunctions of the form N AN N;c; V;®;,
where A C Lit(X), J C I, and &; CY for each j € J.

3. D(X) is the set of disjunctive terms over X given by the following grammar:

pu=z|LlpVe
4. DT(X) is the set of distributive terms over X given by the following gram-
mar:
pu=z|Llovel|TleAe
5. MT(X) is the set of modal terms over X given by the following grammar:

pu=z|-z|Llove|TleAp| Vo

where i € I and & C MT(X).
6. MT(X) is the set of terms in Venormal form given by the following gram-
mar:
pu=LloVe | ANAA N Vi,
jeJ
where A C Lit(X), J C I, and &; C MT(X) for each j € J.
Note the restricted use of conjunction in terms in Vnormal form.

Proposition 3. Let P and ® be sets of proposition letters, and define Y := {yy |
U C @}. There is an effective procedure associating with each modal formula
p € DT(SC(P;®)) a formula ¢¥ € D(SC(P;Y)) such that ¢ is equivalent to
the formula obtained from ¢V by uniformly substituting each variable yg by the
conjunction \W.

Proposition 4. Let X be a set of proposition letters. There is an effective pro-
cedure associating with each modal formula ¢ € MT(X) an equivalent formula
T € MT(X).
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Modal Algebras. We now move on to the algebraic perspective on flat modal
fixpoint logic. Recall that a modal algebra (of type I) is a structure of the form
A= (A LT, AV, {04 i€ I}), where each O; : A — A preserves all finite
joins of the Boolean algebra (A, L, T,—, A, V).

Definition 5. Let A = (A, <) and B = (B, <) be two partial orders. Suppose
that f : A — B and g : B — A are order-preserving maps such that fa < b iff
a < gb, for alla € A and b € B. Then we call (f,g) an adjoint pair, and say
that f is the left adjoint of, or residuated by, g, and that g is the right adjoint,
or residual, of f. We say that f is an O-adjoint if it satisfies the weaker property
that for every b € B there is a finite set Gy(b) C A such that

fa<biffa<d for somead € Gs(b),
foralla€e A and b € B.

It is well known that left adjoint maps preserve all existing joins of a poset.
Similarly, one may prove that (O-adjoints preserve all existing joins of directed
sets.

Modal #-Algebras. Given a modal algebra A, a modal formula v(z, p1,. .., pn)
is interpreted as a map 74 : A x A" — A, its term function. Given a vector
b=(a,...,an) € A", we let ’y{;‘ : A — A denote the map given by

7 (a) == 7" (b, a). (3)

Definition 6. A modal §-algebra is a modal algebra A endowed with an opera-
tion jj‘;‘ for each v € I' such that for each b, Ij:?(b) is the least fixpoint of 'y{;‘ as
defined in (3).

In this paper we will be mainly interested in two kinds of modal g-algebras:
the “concrete” or “semantic” ones that encode a Kripke frame, and the “ax-
iomatic” ones that can be seen as algebraic versions of the axiom system Kj to
be defined in the next section. We first consider the concrete ones.

Definition 7. Let S = (S,{ R; | i € I }) be a transition system. Define, for each
i € 1, the operation (R;) by putting, for each X C S, (R)X ={y € S |3z €
X s.t. yR;x }. The §-complex algebra S* is given as the structure

(P(S),,8,(-),U,n,{(Ry) | i €1}).
We will also call these structures Kripke f-algebras.

Definition 8. Let A = (A, <) be a partial order with least element 1, and let
f: A — A bean order-preserving map on A. Fork € w and a € A, we inductively
define fFa by putting f°a := a and f**'a := f(f*a). If f has a least fizpoint
p.f, then we say that this least fixpoint is constructive if p.f = \/; o, R, A
modal §-algebra is called constructive if ﬁf/‘(b) s a constructive least fixpoint, for
each v € I' and each b in A.
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We explain now why O-adjoints are relevant for the theory of the least fixed
point. If f: A — A is an O-adjoint, say that V C A is f-closed if y € V' and
a = (ai,...,an) € Gy(y) implies a; € V for ¢ = 1,...,n. If F is a family of
O-adjoints f: A" — A, say that V is F-closed if it is f-closed for each f € F.

Definition 9. A family of O-adjoints F = { f; : A — A |i € I} is said to
be finitary if, for each x € A, the least set F-closed set containing x is finite.
The O-adjoint f : A — A is finitary if the singleton { f } is finitary.

Clearly, if f belongs to a finitary family, then it is finitary.

Proposition 10. If f: A — A is a finitary O-adjoint, then its least prefized
point, whenever it exists, is constructive.

3 The axiomatization

The axiomatization we shall propose depends on what is informally called the
subset construction [1, Theorem 9.3.4]. This transformation takes as input a
set of modal terms and produces a set of modal terms in V-normal form that
are equivalent — w.r.t. the respective least prefixed points — to the terms given
in input. Since the transformation plays an essential role both in the proposed
axiomatization as well as in the proof of its completeness, we recall it and, at
the same time, we adapt it to the setting of flat fixpoint logic.

Before carrying on, let us fix some notation. If t € MT(Y UP) and {s, |y €
Y} C MT(X) is a collection of terms indexed by Y, then we shall denote by s
such a collection, and denote by t[s/y] the result of simultaneously substituting
every variable y € Y with the term s,.

In order to obtain the axiomatization, the following steps must be performed,
for each v(z,p1,...,pn) € L.

(i) Transform ~y into an equivalent guarded formula. We can assume that each
occurrence of x is guarded in -, that is, each occurrence of x is in the scope of
some modal operator. As a matter of fact, our goal is to axiomatize the least
prefixed point of v(z). If  is not guarded in v, then we can find terms 71,2
such that the equation

v(z,p) = (x An(z,p)) vV 12(z,p),

holds on every modal algebra, and x is guarded in both v; and ~s. It is easily
seen that, on every modal algebra, v and 5 have the same set of prefixed points.
Thus, instead of axiomatizing f,, we can equivalently axiomatize f,.

(ii) Transform v into an equivalent system of equations T7. By Proposition 4,
we can assume that v € MT(({z} U{P}), where P = {p1,...,p, }. Let SC,
denote the set of subformulas of v that are special conjunctions, i.e., that are of
the form A AAN ¢ ; Vj@; where A C Lit({x }UP) and J C I. If ¢ € SC.,, then
we modify it as follows: (a) if its set of literals A does not contain z, A C Lit(P),
then we let ¢ = ), (b) otherwise we can write ¥ = x A v’, where ¢’ is a special
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conjunction whose set of literals does not contain z, and, in this case, we let
¥ = o’. Moreover, we let ¥ = v. Let Z = {2y | ¥ € {7} USC,} be a set
of variables, disjoint from {z } and P, in bijection with {~v} U SC,. Express
each @Z, Y e {v}USC,, as the result of substituting the modified version of the
special conjunctions into a modal term ¢, ,, of modal depth one, whose variables
are among Z and x:

Zapr

Y = t,[@/2, | @ € {7} USC, and ¢ is a proper subformula of 1] .
The reader will have no difficulties verifying that each term ¢, is a disjunction of
special conjunctions A AA A, ; VT, where A C Lit(P) and t € DT ({z} U Z)
whenever j € J and t € T;. We call T7 = (Z,{t. | z € Z}) the system
representation of vy.

(iii) Construct the system Tﬁ” . This system is obtained from 77 by substituting
each occurrence of x with z,. That is, if we let r, = t,[z,/z], 2 € Z, then
T} = (Z,{r. | z € Z}). Observe that each term r, is a disjunction of special
conjunctions A AAA ;¢ ; V;T; withnow t € DT (Z) (instead of t € DT ({z }UZ)),
for j € J and t € T}, and, as before, A C Lit(P).

(iv) Construct P,_(Tn'y), the powerset system of T,/. Let Y ={ys | S € P(Z)}
be a set of new variables in bijection with P(Z), the set of non empty subsets
of Z. For S € P(Z), let

Zyg = /\ z,

z€eS
and denote by z the vector of terms {z, |y € Y }.
Lemma 11. A collection of terms { g, |y € Y } can be constructed such that

— each term gy is a disjunction of special conjunctions J\ AA/\jeJ V,;D;, where
A C Lit(P) and d € D(Y) for each d € Dj,
— the equations

A == ays[2/] (4)
z€S

hold on every modal algebra.

The pair P(T}') = (Y,{q, |y € Y }) is what we call the powerset system of 7}
We remark that the terms ¢, validating the equations (4) may be constructed
by iteratively applying distributive laws of distributive lattices as well as the
distributive law (2) of the cover modalities.

(v) Produce the axiom system for 7. Recall that U, )€ {~v}uUSC,, are the
modified special conjunctions of 7. Let

vio= N\ ¥l /=], SeP(2),

zy €S

and, as usual, let ’lpj be the vector of terms {Jg lyeY}.
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Definition 12. Let K be a standard axiomatization which completely aziom-
atizes the set of polymodal validities. The axiom system Ky(7y) is obtained by
adding to K the aziom (f§,-prefix), the derivation rules (4,-least), the azioms:

= ays [9° Y] — 0, SeP(2),
as well as the following derivation rule:

from {Fqy.le/yl = ¢y | TEP(Z)}
infer - dys ["Zﬁ/y] — Pys » Se P—I—(Z) .

Finally, the aziom system Ky(I') is obtained as the union of all the azioms
and inferences rules of the axziom systems Ky(v), v € I

The axioms and derivation rules of the form (f,-prefix) and (f,-least) may
be eliminated from the axiom system. We include them mainly for clarity of
exposition. On the other hand, if ~ itself is already in V-normal form, then the
simpler axiomatization, adding (#,-prefix) and (4,-least) to K, already suffices.
We can now formulate the main result of this paper:

Theorem 13. The aziom system Ky(I') is sound and complete with respect to
the Kripke semantics of Ly(I).

Soundness will be discussed in the remainder of this section, an overview of the
completeness proof will be given in the next.

Algebraic Interpretation. We elucidate now the algebraic meaning of the
proposed axiomatization. To begin with, let us formally define a modal system
(of equations) as a pair T' = (Z,{t, }.cz) where Z is a finite set of variables
and t, € MT(Z U P) for each z € Z. We say that a modal system is pointed
if it comes with a specified variable zp € Z. Given a modal system 7" and a
modal algebra A, there exists a unique function 74 : A% x A” — AZ such
that, for each projection 7, : A% — A, 7, 0 T4 = /. We shall say that T4
is the interpretation of 7' in A. Whenever it exists, we shall denote by puz. T4 :
AP — AZ the parametrized least prefixed point of T4.

The (directed) graph of a system T has as vertices the variables Z and edges
are of the form z — 2’ whenever 2’ occurs in t,. We say that T is acyclic if the
graph of T contains no cycle. Let us define the iterates of a modal system by
T =T, and T" = (Z,{t,[T"/z] | = € Z}). If T is acyclic, then 7"t =T
for some n > 1. Let ng be the least such integer and define S =T" = (Z,{s, |
z € Z}). If the terms in T are not themselves variables, then each term s, of S
is a term in MT(P). If A is an arbitrary modal algebra, let S4 : A” — AZ be
determined by 7,054 = s, z € Z. It is easily seen that T4(S4(v),v) = S4(v),
and that S4 is the parameterized least prefixed point of T4, S4 = ;. T4. Let
us call S the solution of T

Let us now fix v € I'. When presenting the axiomatization we have intro-
duced three modal systems 77, T}, and (7}'). Since 7 is fixed we shall from
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now on and later — whenever 7 is understood — omit the superscript. 7', the
system representation of v is acyclic. Also, T" and T} are modal systems pointed
by z,. Let in the following A be a fixed but arbitrary modal algebra. Since 7" is

acyclic let S = {s. | 2 € Z} be its solution. It is easily argued that sfw = 7:!;‘4,

hence, in particular, 7, o 54 = s4 = 44 Recall that Ty is obtained from

z
T =(Z, zy,{t: }2ez) by substitutingvzn, for z in every term ¢,. This means that
TﬁA is the following compose:
(mz,m.,)x AP TA
TP AZ x AP ——— > AZ x A% x AP ———> A7,

The following Lemma shows that, in view of our axiomatizing purposes, it is
equivalent to axiomatize p,.y or to axiomatize pz.T}.

Lemma 14. For every modal algebra A and every vector v € AT, the least
prefized point ,uZ.TﬁA(Z7 v) exists if and only if the least prefized point .y (z,v)
exists. If existing, they are related as follows:

pz T (Z,0) = S (e (@,0),0), ey (2,0) = 7 (02T (Z,0)) -

The proof of the Lemma is an application of the Beki¢ and Rolling rules, see for
example [8, §2.3] and [3, §8.29]. It follows that, if A is a modal f-algebra, then
SA(#4(v),v) is necessarily the least fixed point of TﬂA.

Let us analyse now the role of the system P(T}). If S € P(Z) and v € A7,
let L’y“s (v) = \,egv> and 14 : AZ — APRZ) be defined by m,, o4 = Lﬁs (2),
S € P(Z). The meaning of the equations (4) is that the diagram

A

T
AZ x AP z (5)
AxAar WA
A
AY % AP P(Ty) Y

commutes. The main statement proved in [1, §9] is the following Proposition.

Proposition 15. If A is a complete modal algebra and v € AT, then
Az T () = iy PUT)A (v) (6)

The proof presented in [1, §1.2.15] that equation (6) holds crucially depends on
A being complete. It is not clear that this equation is derivable only on the basis
that p Z.TﬁA is the least prefixed point of TﬁA. However equation (6) holds in every
Kripke model, and if our goal is to collect the formulas valid in every Kripke
model, then we can freely add to a formal system axioms and inference rules
stating that the least solution of P(T}) is the image by 1A of the least solution
of Tﬁ"‘7 that is, t4(S“ (4 (v),v)). This is precisely the goal of the axiom system
K;(7y) as well as of the next Definition.
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Definition 16. A modal £-algebra A is regular if, for each v € I' and each
ve AP, LA(S'YA(ﬁ,‘?(’U),’U)) is the least prefized point of H(TQ);‘

AT (v),0) = py PUTY ) (v).
From Proposition 15, we obtain the following corollary, implying soundness.

Corollary 17. Every Kripke §-algebra is regular.

4 Overview of the Completeness Proof

Let us recall that f : A — B is a modal algebra morphism if the operations
<J-a T,

A {CO; | @ € T}) are preserved by f. If A and B are also modal f-algebras
then f is a modal §-algebra morphism if moreover each f,, v € I', is preserved
by f. This means that

Fg5 () =7 (f o),

for each v € A" and v € I'. A f-algebra morphism is an embedding if it is
injective. We say that A embeds into B if there exists an embedding f : A — B.

Let X be a set of variables. The elements of the Lindenbaum algebra L(X) are
equivalence classes of terms whose variables are contained in X, where two terms
t,s are declared to be equivalent if - ¢ < s is derivable in the system Ky(I").
This is a standard construction of an algebra from the syntax of the logic [2],
for example we shall have ﬁf(X)([tl], <5 [tn]) = [84(t1, . .., tn)]. By construction,
L(X) is a regular modal f-algebra and there is a canonical interpretation of the
variables in X as elements of £(X), sending the variable x to the equivalence
class [z] of the term x. Moreover, £(X) has the following property: whenever
A is a regular modal f-algebra and v : X — A is a valuation of the variables
in x as elements of A, then there exists a unique modal f-algebra morphism
[+ L(X) — A such that f[z] = v(z) for all z € X. In universal algebraic, or
categorical terms, £(X) is the free reqular §-algebra over X. We recall that this
property, freeness, determines £(X) up to isomorphism of modal f-algebras. In
the sequel we shall use the words ’free regular f-algebra’ as a synonym of the
Lindenbaum algebra.

The key to the completeness of the system Ky(I) is the following Theorem:
Theorem 18. If X is countable, then L(X) embeds in a Kripke -algebra.

The theorem implies completeness as follows. Let X be the set of variables of a
term/
formula ¢. If the formula ¢ is valid in every Kripke frame, then the equation
t = T holds in every Kripke f-algebra, and thus certainly in the one that £(X)
embeds into. Consequently, the equation t = T holds in the Lindenbaum algebra
L(X). This in particular implies [T] = [¢], that is = T « ¢ is derivable in Ky(I").
As usual, this implies that F ¢ is derivable in Ky(I").

In turn, the proof of Theorem 18 is subdivided in many steps, which we here
collect into two main results, to be proved successively in the next two sections.
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Theorem 19. The modal operators Of(x), i € I, of a Lindenbaum algebra
L(X) are residuated. Moreover, L(X) is constructive.

Theorem 20. If a countable §-algebra A is constructive and its modal operators
OA i€ I, are residuated, then A has an embedding into a Kripke f-algebra.

Since £(X) is countable whenever X is countable, Theorem 18 follows.

5 Properties of the Lindenbaum Algebra

The goal of this section is to prove that the Lindenbaum algebra £(X) is con-
structive, cf. Definition 8. We shall obtain this result by subsequently analyzing
properties of this algebra. Let us first say that a modal algebra A generated by
a set X is rigid w.r.t. X if

/\A/\/\VijSJ_ implies /\AgJ_orEIjEJ,yEYjs.t.ygj_
jeJ

holds in A, where A is a finite set of literals, J C I, and, for each j € J, Y} is a
finite possibly empty set of elements of A.

Theorem 21. The free reqular modal §-algebra L(X) is rigid w.r.t. X.

The proof of the Theorem depends on the following construction. If A is any
modal algebra, let us call a pair f = (J,{Y;|j € J}) — where J C I and for
each j € J Yj is a finite subset of A — a candidate failure for rigidness if y £ L
whenever j € J and y € Yj. Given a candidate failure f, a repair for | is a
collection x = {xj : A — 2| j € J,y € Y; } of Boolean algebra morphisms
such that x? (y) =T for each j € J and y € Y;. Observe that, by the prime filter
theorem, such a repair always exists. Define x;(z) = \/erj x4(z) if j € J and,
otherwise, x,(z) = L.

Definition 22. The modal algebra As,, has as Boolean algebra reduct the prod-
uct Boolean algebra A x 2. For i € I, the modal operators <; are defined by:

O (z,w) = (012, xi(2))

Observe that <; are indeed modal operators, since the functions x; preserve finite
joins. The point of considering this construction is the following statement. If
K is a category of modal algebras and modal algebra morphisms, such that
whenever f is a candidate failure in A and x is some repair of f, then A, (as
well as the projection to A) belongs to K, then a modal algebra Fic(X), which
is free within KC, is rigid. Thus we prove:

Proposition 23. If A is a §-algebra, then A, is also a f-algebra and the pro-
jection is a f-algebra morphism. If moreover A is regular, then A;, is reqular.
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Recall the definition of the cover modalities V;, i € I: Y = A Y A
0; VY, for some set of variables Y. This implies that in order to consider the
interpretation of ¥V, in a modal algebra A we need to fix an indexing Y. Hence,
we shall write VZ-{}O : AYo — A and observe that, using this notation, it is not
the case that, for Y C Y, Vi{}-o is obtained from Vi’é by precomposing with the
projections.

Proposition 24. The Lindenbaum algebra L(X) is such that, for each finite set
{kie LX) |i=1,...,n}, the collection

F={kin NG [i=1,....n,JCIYCYy}
jeJ

1s a family of finitary O-adjoints. Moreover the modal operators Of(x)

are residuated.

,i el

The proof, crucially involving Theorem 21, is along the same lines as in [10], see
Propositions 5.1, 6.7, and 7.2. We are ready to state and prove the main goal of
this section.

Proposition 25. The Lindenbaum algebra L(X) is constructive.

Proof. Let us remark first that, for each fixed vector k € L(X)?, the least prex-
ifed point of R_(Tu)ﬁ(x) : L(X)Y — L(X)Y exists by the definition of a regular
modal g-algebra. Let us verify that such a least prefixed point is constructive.
For each S € P(Z), 75 0 P(Ty) 2™ is of the form

VoA A Vi

Jj€Js iel;

with k; constant and, for each w € W;, fi is a join of elements in Y. Since
families of finitary O-adjoints can be closed under joins and substitution, it
follows from Proposition 24 that {7, o H(Tu)ﬁ(x) |S C P(Z)} is a family of
finitary O-adjoints. By [10, Proposition 6.3.4], B_(Tu)ﬁ(x) is itself a finitary O-
adjoint and its least prefixed point, which exists, is constructive. By [10, Lemma
7.4], it follows that the least prefixed point of (Tuc(x))k is constructive. Finally,

it follows from Lemma 26 below that the least prefixed point of %f(x) is itself

constructive. O

We end this section stating the mentioned Lemma, which is an analogous of
Lemma 14 for continuous functions and constructive fixed points.

Lemma 26. Let us suppose that the operations of the f-algebra A are contin-
uous. Let v € AF be arbitrary. The least prefized point of (TuA)v exists and is

constructive if and only if the least prefized point of Y2 exists and is constructive.
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6 A representation theorem

In this section we shall prove Theorem 20. Let us fix a modal #-algebra A as in
the statement of the Theorem. For simplicity we restrict attention to a language
with a single diamond <, and a single fixpoint connective . We let y(z, p) denote
the associated formula of #, where p = (p1, ..., p,). The main lemma in the proof
of Theorem 20 is the following.

Lemma 27. For each a € A there is a Kripke frame S, and a modal §-homo-
morphism p, : A — S% such that pg(a) > L.

We shall prove Lemma 27 by a step-by-step approximation process involving
the notion of a network [2]. Let w* denote the set of finite sequences of natural
numbers. We denote concatenation of such sequences by juxtaposition, and write
€ for the empty sequence. If s = tk for some k € w we say that s is the parent
of t and write either s = ¢t~ or s < t. A tree is a subset T of w* which is both
downward and leftward closed; that is, if ¢ # € belongs to T, then so does ¢,
and if sm € T then sk € T for all k < m. Obviously, a tree T, together with the
relation <1, forms a Kripke frame; this frame will simply be denoted as T', and
its complex f#-algebra, as T*.

An A-network is a pair N = (T, L) such that T is a tree, and L : T — P(A)
is some labelling. Such a network N induces a map ry : A — P(T), given by

ry(a) :={teT|ac L(t)}. (7)

The aim of the proof will be to construct, for an arbitrary nonzero a € A, a net-
work N = (T, L), with a € L(€), and such that ry is a modal f-homomorphism
from A to T¥. We need some definitions.

A network N = (T, L) is called locally coherent if A X > L, whenever X is
a finite subset of L(¢) for some ¢ € T'; modally coherent if A X ANOAY > L, for
all s,t € T such that s <t and all finite subsets X and Y of respectively L(s)
and L(t); and coherent if it satisfies both coherence conditions. N is prophetic
if for every s € T, and for every Oa € L(s), there is a witness t > s such that
a € L(t); decisive if either a € L(t) or —a € L(t), for every t € T and a € A; and
#-constructive if, for every ¢t € T, and every sequence a in A such that fa € L(t),
there is a natural number n such that (y4)?(L) € L(t). A network is perfect if
it has all of the above properties.

Lemma 28. If N is a perfect A-network, then ry is a modal §-homomorphism.

Clearly, we shall have that ry(a) # @ for all @ € A for which there isat € T
with @ € L(t). From the above proposition it follows that in order to prove
Lemma 27 it suffices to construct, for an arbitrary nonzero a € A, a perfect
network with a € L(e). Our construction will be carried out in a step-by-step
process, where at each stage we are dealing with a finite approzximation of the
final network. Since these approximations are not perfect themselves, they will
suffer from certain defects. We will only be interested in those defects that can
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be repaired in the sense that the network can be extended to a bigger version
that is lacking the defect.

Formally we define a defect of a network N = (T, L) to be an object d of one
of the following three kinds:

1. d = (t,a,—), with t € T and a € A such that neither a nor —a belongs to
L(t),

2. d = (t,a,©), with ¢t € T and a € A such that Ga € L(t), but there is no
witness s > ¢ such that a € L(s),

3. d=(t,a,f), with ¢ € T and @ € A™ such that fa € L(t), but there is no
n € w such that (y4)2(L) € L(¢).

While in principle we could construct a perfect network as a limit of coherent
networks, the networks that we will actually use will in fact satisfy a much
stronger version of coherency. In order to define this notion, we first need to
extend the local labelling function L of the network to a global one. Recall that
the operator of the algebra A is residuated, and hence, conjugated. That is, there
is an operation ¢ : A — A such that

aNOb> Liff ¢andb> L, (8)

for all a,b € A. Using this operation 4, we can in fact define the global labelling
map L as follows:

Aty = NLE) A N\ OA(s),  Ap_u(t):= A\LEOA J\ ©AL(s),

t<ls t<ls,s#u

Aty =4 T if t =e,
P77 8(A () A A (t7)),  otherwise,

L(t) := A (t) A A (t).

The following observation is a consequence of the conjugacy relation (8) and of
the fact that the tree is connected.

Lemma 29. If N is a finite network and s,t € N, then L(s) > L iff L(t) > L.

Call a finite network N = (T, L) globally coherent if L(t) > L for all t € T. We
can now prove our repair lemma. We say that N’ extends N, notation: N < N,
if T CT and L(t) C L'(t) for every t € T.

Lemma 30 (Repair Lemma). Let N = (T,L) be a globally coherent A-
network. Then for any defect d of N there is a globally coherent extension N¢
of N which lacks the defect d.

Proof. We have to take action depending on the type of the defect d. In each case
we will make heavily use of the global extension L of L. For instance, suppose
d = (t,a,t) is a defect of the third kind. By strong coherency, LY (t) > L.
Suppose for contradiction that LY (£) A (v4)"(L) = L for all numbers n. Then

a
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for all n we have (y4)(L) < —LN(t), and so by constructiveness of § on A it
follows that f4a < —L(t). But this contradicts the fact that N is coherent.
It follows that LN (t) A (y4)7?(L) > L for some natural number n. Now define

a
N’ := (T, L"), where L'(s) := L(s) for s # t, while L'(t) := L(t) U {(v*)2(L)}.
It is not difficult to check that N’ satisfies all the requirements stated in the

Lemma. O

Lemma 31. Every globally coherent A-network can be extended to a perfect
network.

Proof. On the basis of successive applications of Lemma 30, properly scheduled,
one may define a sequence of networks N = Ny < N7 < Ny < ... such that
for each ¢ € w and each defect d of N; there is a j > 4 such that d is not a
defect of N;. Then define N" := (T, L'), with T" := {J,_, T; and for each t € T",
L'(t) == U, Li(t). It is then straightforward to verify that N’ is a perfect
extension of V. a

Proof of Lemma 27. Consider an arbitrary nonzero element a € A, and let N, be
the network ({€}, L,), L, given by L,(€) := {a}. It is obvious that N, is globally
coherent, so Lemma 27 follows by a direct application of the Lemmas 31 and 28.
Proof of Theorem 20. Let S be the disjoint union of the family {S, | L # a € A},
where the S,s are given by Lemma 27. It is straightforward to verify that A
can be embedded into the product Ha;‘éL 8% and that this latter product is

isomorphic to S¥, the complex #-algebra of S.
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