
Wheel? Dalmatian? Dog?

Food? Table? Tabletop?

Take-home messages:
Stay-home

Model seems human-like...Bear? Polar bear? Ball? Dog?
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Contributions:

How much true naming variation?

... but not in every domain

1. ManyNames v2: A rich, reliable dataset of
natural, human object naming behavior. 2. Analysis of representative object naming 

model, using ManyNames v2.

- naturalistic images (from VG).
- naming variation: 36 name tokens per object.
- 72K unique name-object pairs (for 25K objects).

The ManyNames dataset

v1

v2
- Filtered down to consistent name sets: 
        only adequate names for the same object.
- 57K unique name-object pairs.
- Fine-grained inadequacy type annotations.

Silberer et al. 2020 (LREC)

New!

Human BottomUp
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names:

•  Use multi-label evaluation on naturalistic images.
•  Conduct fine-grained error analysis (types of error, & per domain).
•  Rely on many annotators + simple verification step ("same object? y/n" )

(Anderson, et al. 2018)

greatest variation reduction (mostly  referential errors)

least variation reduction
most visual errors here. Strong preference 
for 'basic level', even when uncertain!the most 'tricky' cases

=importance of taking naming variation into account!!!

vs.vs. 61% on original VG!
similar error 
distribution

model is 
biased towards 
naming people

model worse; 
mostly refer-
ential errors

model exhibits less variation than humans for 'people'; more for 'vehicles'.

Code and data
!


