C@L'NG The 28th International

Conference on Computational

2020 Linguistics

Humans Meet Models on Object Naming:

A New Dataset and Analysis
&\'\\Ama‘}\\ Carina Silberer, Sina Zarriel3, Matthijs Westera, Gemma Boleda UPJ. | Fompeu Fabr

Code and data’

Contributions: 1 ManyNames v2: Arich, reliable dataset of 2 Analysis of representative object naming
® natural, human object naming behavior. ® model, using ManyNames v2.

Bear? Polar bear? Ball? Dog? y
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The ManyNames dataset Model seems human-like...

- naturalistic images (from VG). Model correct . . Incorrect
V1 . o . Niop  Same-object | all | other-object 1nadequate  singleton unobserved
- naming variation: 36 name tokens per object.
: : : : Human 75.9 15.2 91.1 1.8 3.1 3.9 —
' - 72K unique name-object pairs (For 25K objects). Bottom-Up | 73.4 145 1879 2.5 1.5 1.0 7.1
Sllberer et 4| 2020 (L — —
REC) -im;\gsévT nce ot ftaki i S imi
- ance o S ar €
variaTion into accgul;l]g(”v!lammq olisTvibuTng]V

New! - Filtered down to consistent name sets:
Vz only adequate names for the same object.
- 57K unique name-object pairs.
- Fine-grained inadequacy type annotations.

... but not in every domain

Wheel? Dalmatian? Dog? Model Domain correct incorrect total #
Ntop  same-object | all | other-object 1nadequate singleton  unobs.
Human people 59.6 28.2 87.8 2.1 4.1 5.9 = 224 del
- : : - : . : : 4 moael 1s
Bottom-Up  people 70.1 18.8 r88 9 1.3 0.0 3.6 6.2 22 piased Towav\ols
o o o Human clothing 74.2 17.5 91.7 2.4 1.6 4.2 = 97 naming people
How much true namin g variation? Bottom-Up  clothing [59.8 165 |ae3) 2 0.0 903 124 | 97

Human food 73.0 186  |[91.6 1.0 3.0 4.4 - 98

. v1 v2 Bottom-Up  food 694 122 |8L6 2.0 0.0 20 143 | 98 —

omain names: t(Op name: |[names:. t{Op name:
P P Human buildings 77.3 9.5 86.8 3.1 4.6 5.5 — 50 moolﬁ\ WOT‘ES&'

all 20 75 9% 22 R0 % Bottom-Up  buildings 68.0 14.0 82.0 2.0 2.0 4.0 10.0 50 gt/\OTsia\% e‘ffo?s,_
Human vehicles 76.5 18.1 94.6 0.8 1.7 2.9 = 182

people 43 59 % 33 65% . ‘ )

: Bottom-U hicl 68.1 25.3 93.4 0.5 0.0 1.6 4.4 182

clothing 32 70% 24 76 % — greatoct - 4 — =

pone” |31 2o 21w

buildings (3.0 74 % 21 82% eferential errorg) e _ ‘ ' ‘ ‘ ' '

food 29 76 % 24 79% Human animals_plants | 95.1 2.2 97.3 0.4 0.4 1.9 - 215

vehicles 24 76 % 2.1 78% ~__ least vayiat Bottom-Up  animals_plants | 93.5 2.8 96.3 0.0 0.0 0.0 3.7 215

animals/plants | 1.5 94 % 13 95% — reductin "
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Kmode\ exhibits less variation Than humans for

most visual errors here. Strong preference 'Peop|e'- more for ‘vehicles

for "basic level', even when uncerfain:
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