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“ All knowledge which ends in words will die as quickly as it came to life, with the

exception of the written word: which is its mechanical part. ”

Leonardo da Vinci
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Text detection and recognition in natural scenes by combining multiple

color channels with selective search

by Ioannis Zervos

Text in natural scenes exist in almost every phase of our daily life. From the facade

of the buildings in our city to the cover of a book in our library. With automated

text detection, someone can avoid the complexity of the environment and focus on the

important information that this text provides. We propose an alternative to the existing

text detection algorithms. Instead of the widely used text detection approach with a

sliding window of multiple scales and the classification of every image patch as text or

no-text, we aim to detect the character locations from the beginning and then combine

them to detect text. In that way we reduce the search area to specific locations in the

image. We also use different color channels, as the variety of environmental conditions in

the wild may affect the color, texture and/or shape. We apply selective search to guide

our detection algorithm, which is a combination of exhaustive search and segmentation.

In parallel, we train a character recognition classifier in a simple way, that achieves

remarkable recognition results. Finally, we propose a word segmentation method, which

doesn’t require any training and is able to segment the word into characters, where we

can apply the character recognition classifier.
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Chapter 1

Introduction

1.1 Problem Statement

Text detection in natural scenes is a challenging task and more complicated than text

extraction in document text images, where there is a clear distinction between back-

ground and foreground and each character is separated from the context. In natural

scenes, text can be appear in numerous states; dark text in light background and vice

versa, with wide variety of fonts, even for characters of the same word, part of words

can be overlapped by object of the environment and as a result the detection of these

parts can be impossible. Other factors, like camera settings, may cause blurry images or

perspective distortions. A major factor that makes the text detection and recognition

in natural scenes difficult, are the illumination conditions. The light of the environment

may create reflections on the text surfaces, object of the environment may cast shadows

on the text surface, and also the intensity of the objects depends on the light source. The

affect of the illumination conditions on text detection has been reported by Tremeau et

al. in [1] and by Tremeau et al. in [2].

A lot of the text detection approaches make use of sliding window. They extract subim-

ages from the original image and they evaluate them as text or no-text. They also repeat

this with sliding windows of different scales. This is estimated to need 106 classifier eval-

uation per image on average[3].

1.2 Applications

An efficient text detection and text recognition approach has many applications even

in our daily life. Can be a useful component of navigation devices when it successfully

recognizes the text on the street signs[4, 5], can be a necessary tool for the blind or the

1
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visually impaired people [6], when a URL is detected can be combined with a browser

to navigate to this website. A more general use can be achieved with combination

with information retrieval systems; the user can retrieve additional information about

an entity like a physical person, a city, an event etc. For example, when a product

is detected (figure 1.1, screenshot from promotion video1), information like price, or

ingredients and expiration date for consumables[7], or specifications and size for devices,

etc. can be available to the user.

Figure 1.1: Application of text detection in natural scenes

1.3 Contributions

The most common approach for text detection in natural scenes is the scanning of the

input image with a sliding window of different scales and the evaluation of these patches

as text or no-text. This approach requires on average 106 classifier evaluations per

image[3]. This can be avoided with guided text detection. We achieve this with the

extraction of different color channels followed by two different text detection algorithms,

in order to detect the character areas and then the connection of these characters into

words. By doing this, we achieve not only to reduce the search space substantially,

but also to take advantage of the properties of each color channel, since each one is

invariant to different illumination conditions. During this process, we also evaluate the

contribution of each color channel and each text detection algorithm that we use in the

text detection task. In this thesis, we also present an approach for word recognition.

We propose a simple word segmentation algorithm and we combine it with a pre-trained

character recognition classifier. The result is refined with a spellchecker function.

1https://www.youtube.com/watch?v=T0onzbGNJIQ
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1.4 Thesis Structure

Our thesis is organized as follows. We refer to the related work for the tasks that we try

to tackle in section 2.1, and in section 2.2 we provide the necessary background for our

research. In Chapter 3, we present our proposed method and the assumptions on which

we based our approach. In Chapter 4, we describe the datasets and the experimental

setup that we used and we provide the results of the experiments. In Chapter 5, we

conclude and we suggest possible expansions of our research.



Chapter 2

Related Work and Background

2.1 Related work

In this chapter, we present and analyze the related work that has been done for each one

of the tasks, that are also part of this thesis. We begin with the related work that has

been done on text detection. Then, we continue with character recognition and word

recognition. At the second part, we provide the necessary background of our research.

2.1.1 Text detection

Text detection is task of locating candidate word or text line areas for the given input

image. There are a lot of different researches for this problem. Based on their approach,

text detection algorithms can be split into different categories. As a form of object

detection, text detection is often achieved with sliding window approach of multiple

scales, where each patch is evaluated as text or no text [8]. In [9], Jaderberg et al. are

using sliding window approach in combination with convolutional neural netowrks to

distinguish between text foreground and background. This results in text line detec-

tion, on which they apply Otsu thresholding to extract the word areas. Sliding window

of multiple scales is also used by Yao et al. in [10], when they try to detect charac-

ter primitives, which they call strokelets. But this demands on average 106 classifier

evaluations[3], besides the cost of training the classifier. In [11], Epshtein et al. calcu-

late for each pixel of the input image the width of the most probable stroke that this

pixel belongs to and then group them into characters. The text detection approaches in

[12] and [13] are based on edge detection and texture detection respectively, but often

fail because of the complex background. There also have been proposed MSER-based

4
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text detection algorithms [14, 15]. Finally, neural networks have been used to train text

detectors[16–18].

2.1.2 Character recognition

The Optical Character Recognition for scanned documents has achieved almost perfect

results. On the other hand, the character recognition in natural scenes is really challeng-

ing, due to unconstraint conditions, like illuminations, variation of fonts, colors, textures

etc. Other researches have tried to cope with these difficulties in numerous ways. In

[19], Wang et al. are classifying the character images, by performing normalized cross

correlation on the resized Histogram of Oriented Gradients of the input image. In [20],

Tian et al. are using co-occurence of histogram of oriented gradients (HOG) for char-

acter recognition, which also capture the spatial relationship among the HOG fearures.

In [21], Campos et al. present the results of using various features on nearest neigh-

bor and SVM classification approaches. Neural networks have been used for character

recognition as well[9, 22].

2.1.3 Word recognition

Word recognition is the task of efficiently recognizing a word, given a word image from

natural scene. In [23], Shi et al. based their text recognition on a part-based tree-

structures character detection. In [24] Mishra et al. are proposing one more sliding

window approach. They scan the word image with a sliding window and they use a

character classifier to give a character prediction per window. Then, they use a proba-

bilistic model to give the final word proposal. Probabilistic model is also used in [25],

where Novikova et al. are combining local likelihood and pairiwise positional consistency

priors with higher order priors. In other words, they are relating the characters with

their attributes, like color and font. Higher order language priors are also used in [26],

by Mishra et al. In word recognition there is one category called holistic, where the

recognition of whole word as a unit is achieved. In that category belongs the work of

Almazan at al.[27], where they use the introduced Pyramidal Histograms of Characters

along with Fisher vectors. In [28], Gordo is also using Fisher vectors in combination with

densely extracted low-descriptors and spatial pyramids for holistic word recognition. In

[29], Goel et al. are proposing one more holistic word recognition approach, where first

they represent natural scene text images with gradient-based features and then they

match these features with text using the introduced weighted Dynamic Time Warping

(wDTW).
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2.2 Background

In this section we present the background, on which we based our research.

2.2.1 Color Channels

For the purpose of our research we use the following color channels: RGB, O1, O2, O3,

HSV, Lab and rgb (Figure 2.1). We concluded to these color channels, as we think that

are sufficiently informative, but our research can be expanded to more color channels.

We give a short description for each color channel and then we analyze their invariance

to different illumination conditions.

Figure 2.1: All color channels
1st column: RGB,

2nd column: O1, O2, O3,
3rd column: Lab,
4th column: HSV,
5th column: rgb
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2.2.1.1 RGB

RGB color model stands for Red, Green and Blue. According to this model, red, green

and blue colors are combined to produce a broad array of colors and is based on human

perception of colors. The range of values are [0,255].

2.2.1.2 Opponent color channels

Opponent color spaces are computed from the LMS color space (named after Long,

Medium and Short wavelengths and is the response of the three types of cones of the

human eye), after applying the transformation introduced by Wandell[30](equations 2.1,

2.2, 2.3). O1 is a luminance component, O2 is the green-red channel (G-R) and O3 is

the blue-yellow channel (B-Y).

O1 =
R−G√

2
(2.1)

O2 =
R+G− 2 ∗B√

6
(2.2)

O3 =
R+G+B√

3
(2.3)

2.2.1.3 Lab

L stands for Lightness, while a and b are color opponent dimensions. the a is the color

balance between green and magenta, and the b is the color balance between blue and

yellow.

2.2.1.4 HSV

The HSV color channel converts an image into Hue, Saturation and Value components.

Hue is the color of the image (equation 2.4), Saturation is pureness of the hue color

(equation 2.5) and Value is the strength of the cue(equation 2.6).
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R′ =
R

255

G′ =
G

255

B′ =
B

255

Cmax = max(R′, G′, B′)

Cmin = min(R′, G′, B′)

∆ = Cmax − Cmin

H =


60◦ × (

G′ −B′

∆
mod 6) , Cmax = R′

60◦ × (
B′ −R′

∆
+ 2) , Cmax = G′

60◦ × (
R′ −G′

∆
+ 4) , Cmax = B′

(2.4)

S =

 0 ,∆ = 0
∆

Cmax
,∆ <> 0

(2.5)

V = Cmax (2.6)

2.2.1.5 rgb

Similar to RGB, with the difference that normalization removes all illumination effects

from the image while preserving chroma. The benefit of this channel is that removes

shadows and lighting changes on color pixels. The formulas to calculate this values are

using the RGB values, as you can see in equations 2.7, 2.8, 2.9.

r =
R

(R+G+B)
(2.7)

g =
G

(R+G+B)
(2.8)

b =
B

(R+G+B)
(2.9)

The reason why we choose these color channels, is that each one behaves differently

under different illumination conditions and has different invariances concerning light

intensity, shadows and highlights, as it has been proven by van de Sande et al.[31] end

by Uijlings et al.[32]. These invariances are displayed in table 2.1.
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color channels R G B O1 O2 O3 L a b H S V r g b

Light intensity - - - + + - - +/- +/- + + - + + +
Shadows/Shading - - - - - - - +/- +/- + + - + + +

Highlights - - - - - - - - - + - - - - -

Table 2.1: Invariances of the color channels

As we can see in this table, the most invariant to photometric changes color channel is

the Hue, as it is invariant to light intensity, shadows and highlights. The color channels

r, g, b, along with S color channel are invariant to shadows and changes in light intensity,

whereas a and b are partially invariant to the same conditions. Finally, the majority

of the color channels that we use is affected by these factors, but their ability to detect

different areas of the color space is crucial for our research. For example, in figure

2.2 we can see, that some color channels are unable to detect character areas, that are

affected by the illumination conditions of the environment. Figure 2.3 illustrates another

example of color channel extraction, where shadows affect the text areas.

Figure 2.2: Example of color channel extraction

2.2.2 Maximally Stable Extremal Region (MSER)

Maximally Stable Extremal Region (MSER) was first introduced by Matas and al. [33] as

a tool for finding correspondences between two images of the same scene under different

perspective, in order to be used for stereo matching. This algorithm thresholds the input

image on various gray values and connects the detected regions into a component tree

with spacial overlap. For each region, the change of size is calculated based on the size of
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Figure 2.3: Example of color channel extraction

the same region in the above and below level. These regions are robust to illumination

changes and also their ability of rotation invariance make them ideal for stereo matching.

This algorithm is able to detect homogeneous light regions on dark background, as well

as homogeneous dark regions on light background, ability necessary for our method,

since the text can be found in both cases. We use the MSER implementation from

vlfeat 1.

2.2.3 Saliency algorithm

We will also use an alternative for text detection, introduced by Karaoglu et al. [34]

(figure 2.4) and is based on the work of Karaoglu et al. in [35]. This algorithm is

based on color (figure 2.4 (b)) and curvature saliency cues(figure 2.4 (c)), since text in

natural scenes has uniform color, which separates it from the background, as well as

its curvature make it distinguishable from the background. The returned regions from

these two approaches, are refined based on contextual priors(figure 2.4 (d)). Also noise

removal is applied to get the final output (figure 2.4 (e)).

2.2.4 Connected component

According to graph theory[36], a connected component of a undirected graph is a sub-

graph, where any two vertices are connected to each other by paths. In image analysis

in our case, a connected component in a binary image is a set of pixels that form a

1http://www.vlfeat.org/overview/mser.html
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Figure 2.4: Saliency-based text detection algorithm
(a)original

(b)color boosting
(c)curvature shape saliency
(d)context guided saliency

(e)final output

connected group 2 (figure 2.5). Each of the connected components has some properties

that can be useful. We will make use of the following properties:

• BoundingBox: The smallest rectangle that contains the component

• Centroid: The coordinates of the component’s center of mass

Figure 2.5: Connected component

2.2.5 Object bounding box proposal

Selective search[32] has been used successfully in object detection (figure 2.6) and is a

combination of exhaustive search and segmentation. Like segmentation, selective search

tries to split the whole input image into smaller areas, often using more than one object

2http://www.mathworks.nl/help/images/labeling-and-measuring-objects-in-a-binary-image.html
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detection approaches, and like exhaustive search it tries to combine parts of an object

to detect the whole object. We decide to use a method of object detection for text

detection, assuming that words can be detected combining its parts (characters) in the

same way that an object can be detected when candidate object parts are combined.

Figure 2.6: Selective search

2.2.6 Histogram of oriented gradients features(HoG)

Histogram of oriented Gradients are feature descriptors, widely used in computer vision.

While HOG has been firstly used for object detection, and more especially for pedestrian

detection[37], it performs really well in recognition tasks. This approach is similar to

edge orientation histograms, scale-invariant feature transform descriptors and shape

contexts. First, the gradient orientation of the input image is calculated. Then, the

image is splitted uniformly into cells and for each cell, every pixel is quantized into

histogram bins, where each bin represents an angle range (see figure 2.7). Then, the

histograms of each cell is concatenated to create a feature vector.

Figure 2.7: HoG features

We use the UOCTTI [38] variant HoG implementation from vlfeat 3. According to this

implementation, for 9 orientation bins, we have both directed and undirected orientation

histograms, which are processed in four ways by averaging corresponding histogram

3http://www.vlfeat.org/overview/hog.html
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dimensions. For each of these four ways, the l1 norm is also calculated, leading to

feature vectors of size 4+3*bins = 31.

2.2.7 Support vector machine (SVM)

For character recognition we use the Support Vector Machine (SVM) classifier[39].

These classifiers are supervised learning models and their most common use is for binary

classification. The goal of this classifier is to construct the optimal hyperplane for

separable classes (see figure 2.8). In order to achieve this, only a small part of the

training set is necessary, called support vectors (the grays squares in figure 2.8). These

entries define the linear decision function and maximize the margin between the classes.

If the two classes are not linearly separable, the inputs can be mapped to much higher-

dimensional space to facilitate the separation. Although this classifier is made for binary

classification, it can be expanded to multiclass classification [40]. A strategy to do this

is to build multiple one-versus-all classifiers and combine the outputs. We use the

implementation of LIBSVM4 with radial basis function kernel (RBF kernel)[41].

Figure 2.8: SVM classifier

2.2.8 Evaluation Metrics

To evaluate the results of our research, we will use the widely accepted metrics: precision,

recall, f-measure.

4http://www.csie.ntu.edu.tw/ cjlin/libsvm/
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Precision

Indicates how many of the detected items are relevant(equation 2.10).

Recall

Indicates how many of the relevant items are detected(equation 2.11).

F measure

Correlates precision and recall. We will use the harmonic mean, where precision

and recall are evenly weighted, and the β in equation is equal to 1(equation 2.12).

precision =
relevant ∩ detected

detected
(2.10)

recall =
relevant ∩ detected

relevant
(2.11)

Fβ = (1 + β2)
precision ∗ recall

β2 ∗ precision+ recall
(2.12)
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Proposed Method

3.1 Introduction

Our method is a bottom-up approach. So, the first step is to detect possible character

areas and then combine these areas, based on specific criteria, to detect words.

3.2 Character Detection

For the character detection, we extract from the input image a variety of color channels

and we process them with MSER and Saliency text detection algorithm. Different color

channels assist in detection of characters under different illumination conditions.We

follow the pipeline in Figure 3.1. As it is obvious, although our method uses a variety

of color channels, the processings are indipendent, so all the calculations can occur in

parallel.

Figure 3.1: Character detection pipeline.

15
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The connected components we get from the binarized output of the MSER-based and

saliency-based text detection algorithms, are the candidate character areas.

Due to the illumination conditions of each image, characters that aren’t detected by one

color channel, can be detected by another channel. For example, after processing the G

channel with MSER algorithm of a sample image, we miss the characters of the word

’FIRE’, because of the illumination conditions (Figure 3.2). On the other hand, using

the S channel with MSER algorithm we are able to detect those characters (Figure 3.3),

since the S color channel is invariant to these illumination conditions (table 2.1).

Figure 3.2: Character detection example using G channel. (left) original image with
the detected candidate character areas: red for false positive, green for true positive and
blue for the groundtruth, (middle) grayscale image of the color channel (color channel

G in this occasion), (right) the color channel processed with MSER

Figure 3.3: Character detection example using S channel

3.3 Word formation

For the word formation step, we have as input the candidate character areas from the

previous step, but we also apply some preprocessing in order to reduce these areas

without decreasing the character detection accuracy, as we explain in section 3.3.1. The

combination criteria are based on the assumption that characters in a word obey some

general rules, like similar character dimensions, similar spacing between characters in a
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word etc. Then we use an exhaustive way to extract the candidate word areas. Finally,

a filtering step is applied to reduce the false positive returned word areas.

3.3.1 Preprocessing

Since the previous step is the processing of different color channels of the same image,

multiple candidate areas are returned for exactly the same area in the image, as we

expected. Moreover, although we are able to detect the majority of the actual characters,

a significant part of the returned areas are noise. In order to reduce the number of those

areas without decreasing the accuracy of the character detection, we apply the following

filtering.

At the beginning, we apply filtering based on prior knowledge, like contrast removal

and aspect ratio removal. During the character detection step, we notice that parts of

characters are detected as characters. The main reason of this is mostly illumination

conditions of the environment, like highlights on shiny flat surfaces. For example, the

processing of the H color channel, followed by the saliency algorithm of an image with

a single character on a shiny surface may produce more than a thousand candidate

character areas, like in figure 3.4, where we have 1146 candidate character areas. In

order to reduce this number without losing the detected character, we remove candidate

character areas that don’t have any change in the overall contrast, when we expand their

area.

In addition, we apply duplicate area removal. We define as duplicate areas, candidate

character areas with overlap larger than 95%. At the end, we remove the abnormally

elongated candidate character areas.

Figure 3.4: Character detection example. Processing of the H channel followed by
the saliency algorithm produces 1146 candidate character areas.

3.3.2 Word Proposals

The next goal is to combine the character areas to form words, so we have to model

the rules that exist. It is common that the characters have similar height with the
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characters in its neighborhood. In order to define this neighborhood, we introduce the

term ’test radius’, which is the factor with which we have to multiply the maximum of

the dimensions of one character area until we reach the next character in a word. We

prefer this dynamic measure to define the surrounding area, because the spacing between

characters depends on the font size of the characters, so it cannot be an absolute number

of pixels. In a similar way, we introduce the term ’test slope’, which is the slope between

the centroids of two consecutive characters in a word. These two factors, test slope and

test radius, define the search area for each one the candidate character areas(figure 3.5

(left)). When a candidate character area fulfill the aforementioned restrictions, it is safe

to say that there is a connection between these two character areas(figure 3.5 (right)).

Figure 3.5: Search area(left) and connection step (right)

Figure 3.6: Connection graph

3.3.3 Extract paths from the connection graph

When we represent the candidate character areas as nodes and the connections between

areas as edges, we have a Directed Acyclic Graph(DAG), which we name connection

graph (figure 3.6). It is usual during the connection step to connect the end of one word

with the beginning of the next one in the text line. For example, the big clusters of

figure 3.7 are actually the second and third text lines of the input image. In order to
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Figure 3.7: Connection graph analysis

retrieve the most probable word area, we have to extract all the possible paths from the

connection graph. For example, for the below connections we get the connection graph

of figure 3.8.

1 → [2]

2 → [4 5]

. . .

4 → [49]

5 → [6]

6 → [19 24]

. . .

19 → []

. . .

24 → []

. . .

49 → []

. . .

To extract all the possible paths from a root node of the connection graph, we perform

Depth First Search (DFS) until we reach a leaf node. In that case, the sequence of

the visited nodes is returned as a candidate word path and the last connection breaks.

We repeat this, until only the root node is left in the connection graph. When that

happens, we continue by treating the first child as root and extracting all the paths
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Figure 3.8: Example of connection graph

from its subgraph. For example, for the connection graph of figure 3.8, the returned

paths are in order:

• [1 2 5 6 24]

• [1 2 5 6 19]

• [1 2 5 6]

• [1 2 5]

• [1 2 4 49]

• [1 2 4]

• [1 2]

• [1]

• [2 5 6 24]

• [...]

• [49]

This leads to a large number of returned candidate word areas, but we will try to

eliminate the majority of those in the next step. This path extraction approach is

aiming to extract as many paths as possible, concerning the beginning and the ending of

the paths, and not concerning the sequence of the nodes. For example, if in the previous

example there was a connection between node 4 and 6, with the proposed approach we

are not able to extract the paths [1 2 4 6 19] and [1 2 4 6 24].
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3.3.4 Postprocessing word proposals

The last step of text detection is the word area postprocessing, with the goal to remove

the false positive word areas from the previous step. Again, we apply some prior knowl-

edge filtering. In general, the words have horizontal orientation, so candidate word

areas with diagonal orientation are removed. In addition, we have a maximum word

path length threshold, since the maximum word in ICDAR 2003 train dataset has 10

characters, so any path with more than 10 characters is assumed as noise. Because we

connect the character areas in an exhaustive way, there are a lot of paths that occupy

almost the same area, so we just have to keep one of them and discard the rest. Our text

detection pipeline is similar to Chen et al.[14], with the addition that we apply more

text detection algorithms and on different color channels.

3.4 Character recognition

Figure 3.9: Sample character image (left) and the HOG features extracted with a 5x5
grid (right)

Character recognition is the classification of a character image into one of the 62 possible

classes: 26 classes for the upper case characters, 26 for the lower case characters and

10 classes for the digits. For the character recognition we follow a simple but effective

approach. First, we apply a dense grid without overlap on the input image (figure 3.9

left), which splits the image into grid rows*grid columns cells. Then, from each cell of

the grid, we extract a HOG feature (figure 3.9 right). Finally, we concatenate these

features into one final descriptor, with which we train a multiclass SVM classifier.
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Merged classes

C c
I i
J j
K k
O o
P p
S s
U u
V v
W w
X x
Y y
Z z

Table 3.1: Merged character classes

3.4.1 Class merging

The Latin alphabet has the specialty that some characters have similar morphology

for their upper and lower case. It is safe to merge the characters of table 3.1, as the

recognition either as upper case character or lower case character doesn’t affect the

overall spelling of the word that this character appears in. This class merging has been

used previously in [42].

On the contrary, the morphology of 0 (zero) is similar to O (upper case) and o (lower

case), as well as the morphology of l (lower case) to I (upper case) and i (lower case),

but the false recognition of a character of these classes would change the spelling of the

word, so we avoid the merging of these classes.

3.4.2 Grid size

The next step of character recognition is to define the most appropriate size for the afore-

mentioned grid. Intuitively, we examine grids with equal number of rows and columns.

In addition, we try grids where we have more rows than columns and the opposite. Our

goal is to find the most suitable combination, which also prevents overfitting.

3.5 Word Recognition

The last part of our project is the text recognition. In other words, the task of recognizing

the word, given i)the word area from the word proposal and ii)using the character

recognition that we described in the previous section. For this, we borrow an idea from
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the offline handwritting recognition, the dissection[43], which is the decomposition of

the word image into subimages/character units, where in turn we can apply character

recognition.

3.5.1 Word Segmentation

An efficient way to extract character segments of the word is to extract the vertical

profile. This approach has been used by Lavrenko et al.[44] in extracting the character

areas from a continuous trace during text recognition in historical documents. To get

this, we sum vertically the values of the grayscale input word image. The local ultima of

the smoothed vertical profile is a good indication for character segments: Local minima

are good indications for segments of light text on dark background (figure 3.10), whereas

local maxima for segments of dark text on light background (figure 3.11).

Figure 3.10: Character segmentations for light text on dark background
(top) Character segmentations based on local maxima

(middle) Vertical profile of the word, local maxima with red, local minima with green
(bottom) Character segmentations based on local minima

It is interesting to note that in both figures 3.10 and 3.11, the wrong segmentations

are on the higher local maximum or on the lower local minimum. We will use this

information in an iterative procedure, to remove the false segments.
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Figure 3.11: Character segmentations for dark text on light background
(top) Character segmentations based on local maxima

(middle) Vertical profile of the word, local maxima with red, local minima with green
(bottom) Character segmentations based on local minima

3.5.2 Word Recognition

To complete the word recognition, we use an iterative, brute-force approach. We assume

that each segment is actually a character and we apply the character recognition. For

the next iteration we remove the segment that is most probable to be false, meaning the

lower local maximum, or the higher local minimum and we repeat the recognition until

we end up with only 2 segments.

For example, for the segments of figure 3.10, we have the following recognitions:

• [′BltEAIC ′]

• [′BREAIC ′]

• [′BREAK ′]

• [′BRMK ′]

• [′BMK ′]

• [′MK ′]
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As a final step, we use a spell checker function trained on a dictionary, consisting of the

words which appear in the dataset. Lucene spellchecker function[45] uses Levenshtein

distance[46] to measure the string similarity, which calculates the minimum number of

single-character modifications that have to be applied to one string to transform it to

another. This function returns a ranked list of suggestions for the given word area, even

if the character-by-character recognition fails in more than one cases, and also doesn’t

return anything if the previous recognition is just a sequence of random characters.

For example, it is able to correctly recognize ’EJNGJNEERJNG’ as ’ENGINEERING’,

although it is the output of both wrong segmentations and misrecognized characters

(figure 3.12). On the other hand, it is able to discard the prediction ’EJNXSJJNELI-

JXJJNXS’ of the same oversegmented word as unknown word. The latter ability can

be useful to reduce the number of the false positives word areas from the text detection

step.

Figure 3.12: Vertical profile and segmentations of the word ’ENGINEERING’

3.6 Summary

To summarize, the whole thesis can be split into text detection and text recognition.

First, we perform text detection on the input images of natural scene, which consists

of the following steps: i) character detection, by extracting color channels and process

them with two text detection algorithms, ii) preprocessing, by discarding non-character

areas, iii) Word formation, by exhaustively combining the character areas into words and

iv)word detection postprocessing, by removing non-word areas (figure 3.13). Then, we

apply text recognition on the detected word areas, which consists of the following steps:
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i) word segmentation, a brute-force approach where we try to extract the character

segments, ii) word recognition, where we combine the character recognition classifier,

that we have trained offline, with the candidate character segments from the previous

step, and finish with iii)spell checker step, where the recognized words are refined based

on a dictionary or discarded as noise(figure 3.13).

Figure 3.13: The proposed text detection pipeline

Figure 3.14: The proposed text recognition pipeline
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Experiments

In this chapter we present the experimental setup and the results for each of the task

that our project tries to tackle. In section 4.1, we describe the dataset, the experimental

setup, and the performance of the character detection, followed by the performance of

word detection algorithm. In section 4.2, we present the character recognition approach,

starting with the description of the datasets, and followed by the recognition experiments

concerning the class merging and the grid size applied on character images, which lead to

remarkable character recognition results. Finally, in section 4.3, we apply the character

segmentation and character recognition on a widely used dataset and present our results.

4.1 Text Detection

Because our approach is a bottom up approach, we first evaluate the detection of the

parts (characters) and then the detection of the whole (word).

4.1.1 Datasets

For the purposes of our research, we use the ICDAR 2003 dataset1 for text locating. This

dataset contains 249 images with natural scenes, with a total of 1107 words and 5370

alphanumeric characters. As the second part of this section is focused on combination of

candidate characters in order to form words, we will experiment on a subset of ICDAR

2003 dataset, which contains images of natural scenes with multi-character words. This

subset consists of 236 images with a total of 1006 multi-character words. Finally, in order

to compute the parameters test radius and test slope that we introduced in section 3.3

1http://algoval.essex.ac.uk/icdar/Datasets.html

27
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we will use the ICDAR 2013 training dataset, which is similar to ICDAR 2003, but its

groundtruth is more appropriate for our experiments, as there is a clear segmentation

for each character on the original image.

4.1.2 Character detection

To detect characters in natural images, we follow the pipeline in figure 3.1. According

to this pipeline, the color channels are extracted and processed by MSER-based and

saliency-based text detection algorithm. The results of each of these approaches are

displayed in table 4.1. In order for a character to be counted as ’detected’, we define an

overlap threshold between the detected area and the character area of the groundtruth.

But, because the character area of the groundtruth is based on the word height, and no

on the character height, we choose a relaxed overlap threshold of 0.33.

Saliency MSER
color channel accuracy % # of boxes accuracy % # of boxes

R 66.83 12770 47.52 19955
G 74.52 13772 53.48 20702
B 71.09 12482 50.81 21562
O1 13.87 1483 9.23 3283
O2 11.50 959 6.87 3791
O3 38.52 7882 24.82 10525
L 75.43 13408 53.79 20669
a 14.37 435 3.18 2866
b 14.60 352 2.51 4154
H 30.16 85333 17.07 35374
S 50.07 27219 28.34 29790
V 69.03 12609 46.83 21231
r 22.53 3079 8.84 8775
g 12.98 1998 3.89 3672
b 18.34 2538 5.00 7362

all channels 88.36 196319 80.16 213711

total accuracy: 92.27 total number of boxes: 410030

Table 4.1: Character detection results

As we can see in this table, if we had followed each color channel individually, we would

have a maximum detection of 75.43% of the characters, as a result of the L color channel

followed by the saliency algorithm. In similar way, if we had chosen to process all the

color channels either by saliency or MSER algorithm, we would have a detection accuracy

of 88.36% and 80.16% respectively. In addition, the overall detection result of processing

all the color channels, followed by both MSER and saliency algorithms, is 92.27% and
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produces a total of 410030 candidate character areas.

On the other hand, if we dive in the results, we can see that the most noisy color channel

is the H, as it produces a total of 120707 candidate character areas and detects 30.16%

or 17.07%, when it is followed by the saliency or MSER algorithm respectively. The

overall contribution of this color channel is summed up to 43 out of 5370 character areas

that aren’t detected by any other approach, as we can see in table 4.2. In the same table,

we can also see that the contribution of color channels ’O2’ and ’g’ is non-existent, while

the contribution of seven more color channels is single digit number. That may happen

because of the plethora of color channels that we used, in such extend, that the majority

of the characters are detected by more than one color channels.

color channel
# characters

exclusively detected per
color channel

R 21
G 8
B 27
O1 3
O2 0
O3 14
L 12
a 2
b 2
H 43
S 40
V 9
r 5
g 0
b 1

Table 4.2: Color channel contribution table

Figure 4.1: Hard cases in character detection

When we try analyze when the character detection fails, we can see that sometimes, the

text in natural scenes is hard to detect even for the human eye, much more to recognize

it (figure 4.1). This is the result not only of the illumination conditions, but also of the
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color similarity between the text color and the background, or because of the confusing

word texture etc.

4.1.3 Character area preprocessing

As we described in section 3.3.1, it is necessary to reduce the number of candidate

character areas without decreasing the character detection accuracy, before we proceed

to the next step. For this purpose, we apply a prior knowledge filtering, like removing

homogeneous character areas, elongated areas etc., and we perform duplicate removal,

because a lot of character areas are detected by more than one color channel. In table

4.3 we present the affect that this filtering has on the character detection results.

Before preprocessing After preprocessing
Algorithm accuracy % # of boxes accuracy % # of boxes

Saliency 88.36 196319 86.67 122209
MSER 80.16 213711 78.35 78111
Both 92.27 410030 91.04 184417

Table 4.3: Character detection results before and after preprocessing

In this table we can see that this filtering of the candidate character areas, discards

almost one third of the candidate character areas detected by saliency algorithm and

more than 60% of the areas detected by MSER algorithm, with a cost of 1.69% and 1.81%

respectively. When we apply this filtering on the total character areas, we discard more

than half of the detected character areas with a minimal loss of 1.23% on the character

detection accuracy.

We can also see that the saliency-based algorithm constantly outperforms the MSER-

based algorithm, with a difference of 8%. A possible explanation for this, can be the fact

that the saliency algorithm takes under consideration both the color and the curvature

of the characters. On the contrary, MSER algorithm is based on the intensity of the

character areas.

4.1.4 Word formation

For the word formation step, we have to find the most appropriate values for test radius

and test slope variables that we introduced in section 3.3.2. For this purpose we use

the groundtruth of the ICDAR 2013 text segmentation dataset (figure 4.3). In order

to have more accurate results, we train our algorithm only on a subset of this dataset,

where the characters are clearly separated. In this subset, we have 2616 multi-character
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words with 9971 connections.

Figure 4.2: Values for test radius (left) and test slope (right) in ICDAR 2013 trainset

For the factor test radius, which is the factor with which we have to multiply the max-

imum of one character dimensions in order to reach the next character of the word, we

have the results of figure 4.2 (left). The maximum value is 4.29, the minimum 0.22

and the average 0.86. For the purposes of our research we will use the value 1.7 for

test radius, which includes the 99.41% of our training samples, in order to compensate

for a possible character misdetection in the middle of a word.

For the factor test slope, which is the slope between the centroids of two consecutive

characters in a word, we have the results of figure 4.2 (right). As we can see, the majority

of the words have horizontal orientation, as the slope between the consecutive characters

is close to zero. The average value of the absolute slopes is 0.21, so for the purposes of

our research, we will use the value 0.3 which includes 92.84% of our training samples.

We prefer this value, because it is close to the average value.

Figure 4.3: Sample image from ICDAR 2013 dataset (left) and the groundtruth
(right)

4.1.5 Word detection

After forming the connections between the candidate character areas, we are able to con-

struct the connection graph and extract all the possible paths from it, as we mentioned

in section 3.3.3. Then, we also apply the postprocessing word proposal step, where we
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Figure 4.4: Text detection Recall for different values of overlap threshold

discard the false positive word areas. While initially we have a total of 5969469 candi-

date word areas for the whole dataset, after postprocessing the one tenth has remained,

572726 candidate word areas in particular. This is translated to less than 2500 candidate

word areas per image, which is one fourth of what Hosang et al. are expecting in [3].

Figure 4.5: Text detection example

In order for a word to be counted as detected, the overlap between the candidate word

area and the groundtruth must be above a threshold. In figure 4.4, we display the

word detection recall for different values of the overlap threshold before and after the

postprocessing step. We can see that this step is really efficient as we end up with one

tenth on the initial words, and the cost that we pay is minimal and visible only for strict

values of threshold. In ICDAR competitions there is a threshold of 0.8, which in our

case gives us a recall of 0.84, while it increases to 0.91, if we use a more relaxed overlap

threshold of 0.7. In Figure 4.5, we diplay an example of text detection. We can see that
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the bounding box proposals are focused around the actual text areas. The fact that we

have so many word proposals can be explained by the exhaustive way we used to extract

tha paths from the connection graph. that

Method Recall

SWT[11] 0.60
Alex Chen[47] 0.60
snoopertext[48] 0.61
hinnerk becker[47] 0.67
CRF[49] 0.71
proposed 84.0

Table 4.4: Text detection results on ICDAR 2003 text locating dataset

In table 4.4, we compare our text detection results with similar works. As we can see, our

method outperforms other methods, but we have to mention that the other researchers

also try to have high precision, while we are covered by the research of Hoslang et al.

in [3], which says that so many bounding box proposals are acceptable for detection

approaches that doesn’t use sliding window.

4.2 Character Recognition

As we mentioned before, character recognition is the classification of a cropped character

image into one of the possible character classes. These character images are extracted

from natural scene images, where there are complex backgrounds and a variety of tex-

tures, fonts and lighting conditions.

4.2.1 Datasets

Figure 4.6: Sample image from character recognition datasets: ICDAR 2003 robust
OCR dataset (left), chars74k dataset (right)

For the character recognition task, we use the widely used and commonly accepted

datasets:
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Chars74k[21]

This dataset includes characters from natural scenes, hand drawn characters and

synthesized characters from computer fonts. We use the subset with the segmented

characters from natural scenes2, which contains 7700 images with alphanumeric

characters (see figure 4.6 (right)).

ICDAR 2003 robust OCR trainset

This dataset is part of the ICDAR 2003 3, and especially of the robust OCR task.

It contains 5430 single characters extracted from natural scenes, of which 5379 are

alphanumeric (see figure 4.6 (left)).

ICDAR 2003 robust OCR testset

This dataset is also part of the ICDAR 2003 and contains 6185 characters from

natural scenes, of which 6113 are alphanumeric. These characters are extracted

from the images of the ICDAR 2003 text location dataset.

4.2.2 Experimental setup

In this section we describe the experimental setup for the character recognition task.

First, we examine how the class merging affects the character recognition accuracy.

Then, we experiment on different grid sizes to find the most appropriate for the character

recognition task.

4.2.2.1 Merging classes

To evaluate the effect of class merging, we repeat the experiment two times, one time

with all 62 classes (0-9,A-Z,a-z) and one time with the reduced 49 classes. We test with

the same grid of 5x5. The results are displayed in table 4.5. At first, we train our

algorithm on either the chars74k dataset or ICDAR trainset and test the performance

on the two remaining datasets. Finally, we train a character recognition classifier on

both chars74k dataset and ICDAR trainset, with a total of 13813 train samples, and

test on the ICDAR testset. The latter classifier is referred as ’combined’. We can see

that with the merged classes we have a constant improvement on different combinations

of training and testing sets, with a range from 2.89% to 9.73%.

In figure 4.7(left) and 4.8(left) we have the confusion matrices, where the rows are the

predicted classes and the columns are the groundtruth classes. We can see that the

majority of the test characters are correctly classified, since they belong to the diagonal.

2http://www.ee.surrey.ac.uk/CVSSP/demos/chars74k
3http://algoval.essex.ac.uk/icdar/
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62 classes 49 classes

trained on tested on accuracy results accuracy results

chars74k icdar train 66.76% 4073/6113 74.12% 4668/6113
chars74k icdar test 66.63% 3591/5379 76.36% 3987/5379
icdar train chars74k 76.31% 5381/7700 79.20% 5962/7700
icdar train icdar test 69.88% 4104/5379 77.43% 4260/5379
combined icdar test 79.55% 4279/5379 82.60% 4443/5379

Table 4.5: Character recognition results depending on the number of classes

On the other hand, in figures 4.7(right) and 4.8(right) we have the binarized confusion

matrices, that display which classes are confused with which classes. In the first figure,

we notice the lines that are parallel to the diagonal. These misrecognitions are actually

the lower/upper case characters of table 3.1, which are corrected in the second confusion

matrix.

Figure 4.7: Confusion matrix with 62 classes(left), binarized confusion matrix with
62 classes (right)

Figure 4.8: Confusion matrix with 49 classes(left), binarized confusion matrix with
49 classes (right)

In figure 4.9 we display the distribution of the misclassified characters. In figure 4.10

we analyze the most common of them. We can see that the most usual confusion, as

expected, is the classification of ’l’ (class number 48) as ’I’ (class number 19). The

second most common misclassification is class ’e’ (class number 13) as class ’C’ (class
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number 41), followed by the misrecognition of ’0’ (class number 1) as ’O’ (class number

25). Finally, the character ’I’ (class number 19) is falsely recognized either as ’r’ (class

number 54) or ’l’ (class number 48), character ’O’ (class number 25) is confused with

character ’e’ (class number 41) and character ’T’ (class number 30) is confused with

character ’I’ (class number 19).

Figure 4.9: Distribution of misclassified characters

Figure 4.10: Misclassifications of character recognition
(top) class ’0’ (class number 1), class ’C’ (class number 13), class ’I’ (class number 19)
(bottom) class ’O’ (class number 25), class ’T’ (class number 30), class ’l’ (class number

48)
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4.2.2.2 Grid Sizes

The next step in our research is to examine different grid sizes of character images, as

we described in section 3.4, and how they affect the character recognition results. As we

mentioned, intuitively we start with grids that have same number of rows and columns.

Then, we also experiment with grids where we have more rows than columns and vice

versa. The total number of grid sizes and how they split the image can been seen in

figure 4.11.

Figure 4.11: Grid combinations
(top) original image, 3x3 grid, 5x5 grid,

(bottom) 7x7 grid, 6x4 grid, 4x6 grid

accuracy for different grids

trained on tested on 3x3 4x6 5x5 6x4 7x7

chars74k icdar train 71.95% 75.95% 76.36% 76.66% 74.51%
chars74k icdar test 70.24% 74.22% 74.12% 73.95% 72.21%
icdar train chars74k 73.69% 76.96% 77.43% 76.81% 75.69%
icdar train icdar test 74.72% 78.55% 79.20% 79.07% 77.88%
combined icdar test 78.62% 82.11% 82.60% 82.26% 81.52%

Table 4.6: Character recognition results for different grids

In table 4.6, we have the results of this experiment. We trained and tested our classifier

on different datasets each time, in order to have more robust results. The classifier,

which is trained on both chars74k and ICDAR train datasets, is referred as ’combined’.

We can see that the grid with five rows and five columns is the most informative, as it

outperforms the rest constantly. Finally, the drop in the performance for the grid with

seven rows and seven columns, can be explained as a case of overfitting.
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Table 4.7 shows the character recognition results of different approaches on the ICDAR

2003 robust OCR dataset. We can see that the proposed approach is only outperformed

by the co-occurence histogram of oriented gradients by Tian et al.[20]. This can be

explained from the fact that co-hog captures tha spatial relationship among the HOG

features extracted by each of the grid cells.

method accuracy

ABBYY FineReader 10 [50] 26.6
HOG + NN[19] 51.5
NATIVE FERNS[16] 64.0
MSER[51] 67.0
Region-based feature pooling [52] 79.0
proposed 79.2
co-hog (case sensitive)[20] 79.4
co-hog (case insensitive)[20] 83.6

Table 4.7: Character recognition results on ICDAR 2003 cropped character dataset

4.3 Word Recognition

Word recognition is the task given an image containing a word to recognize which word

is this. Since our pipeline is starting by detecting candidate character areas and then

combining them exhaustively into words, for the word recognition a first approach would

be to apply character recognition on the nodes of the returned paths. But, as we

explained in section 3.3.3, our path extraction approach is focused on the candidate

word areas and not on the sequence of the nodes. So, the accuracy of 24% that we get

when we try this without the refinement of the spellchecker seams reasonable.

4.3.1 Dataset

For the purposes of this task, we use another dataset from ICDAR 2003, the Robust

Word Recognition dataset, which contains 1110 single word images. Like previous works

[23, 25, 26], we will test our algorithm on a subset of this dataset, where we exclude

single character words and words that contain non-alphanumeric characters. This subset

has a total of 865 single word images.

4.3.2 Cropped word recognition

Applying our algorithm on the word images, assuming that the word is with light text

on dark background and vice versa, we have a total of 11881 recognitions for the 865
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words of the groundtruth, of which 283 are correct (32%). By applying the spell checker

function, we are able to recognize correctly 498 out of 865 words, with 7956 recognitions

and the rest are discarded as non existent words. At the end, when we keep only the first

suggestion of the ranked list returned by the spell-checker, we can recognize correctly 410

words with 4023 recognitions. In that way, we have a drop in the recall, since the correct

word isn’t always the first suggestion, but this also reduces the number of recognitions

by almost 50%.

When we try to analyze the word recognition results, we are able to identify three main

reasons of failure. One of them is the poor quality or the low resolution of the input word

images. This leads to sparse local ultima, which in turn leads to wrong segmentation

(figure 4.12). Another reason for failed word recognition is the misrecognition of more

than one characters in a word. For example, in figure 4.13, although we have the correct

segments, the misrecognition of the first ’1’ as ’J’ and that of the second ’1’ as ’T’, leads

to a total word recognition of ’3JT’. Even the spell checker step is unable to correct this

case. One final reason, is the wrong order of segment removal. As we explained, we start

by applying character recognition on all the initial character segments, and we continue

by removing the lower local maximum or the higher local minimum, which isn’t correct

always, as you can see in figure 4.14.

recognition method # recognitions correct recognitions Precision Recall F-measure

without dictionary 11881 283 0.0238 0.3271 0.0443

with dictionary,
all suggestions 7956 498 0.0625 0.5757 0.1127

with dictionary,
first suggestion 4023 410 0.1019 0.4739 0.1677

Table 4.8: Cropped word recognition results

method accuracy

proposed 57.5
SYNTH + PLEX[53] 62.0
TSM + CRF[23] 70.47
TSM + PLEX[23] 79.30
Strokelets [10] 80.33

Table 4.9: Word recognition results on ICDAR 2003 Robust Word Recognition dataset

In table 4.9, we can see that our proposed approach has a poor performance and it

is outperformed by any of the related approaches. This happens, because we chose a

simple, training-free approach to find the character segments inside the word image.

This part is open for future research.
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Figure 4.12: Example of failed word recognition because of bad segmentation

Figure 4.13: Example of failed word recognition because of failed character recogni-
tion
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Figure 4.14: Example of failed word recognition because of wrong order of segment
removal



Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this chapter we summarize our research. For each of the tasks we discuss about the

proposed methods and we analyze the results. Then, we give possible directions for

future research.

5.1.1 Text detection

The main contribution of our research is focused on reducing the search space during

the text detection. Instead of the commonly used sliding window approach, we perform

a guided detection towards locating the characters. Then we combine them, based on

specific criteria, in order to form words, as the Selective Search is suggesting. During

this process, we use a variety of color channels, since each one behaves differently under

different illumination conditions, and then we apply two different text detection algo-

rithms. An advantage of this approach is that doesn’t require any training, so it can be

applied as it is. We also analyze the detection performance of each color channel and

each one of the two detection algorithms that we use. The number of word bounding

box proposals is on average one fourth of what Hosang et al. are expecting in [3].

5.1.2 Character recognition

For the character recognition, we followed a simple but effective approach. We combine

the information of two different datasets for character recognition. We extract the

informative HoG features from each cell after applying a dense grid over the character

images, and we train an SVM classifier. The results are really promising.

42
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5.1.3 Word Recognition

For the word recognition task, we apply a simple idea to segment a word image into char-

acters, that also doesn’t require any training. Then, we apply the pre-trained character

recognition classifier on the possible segments to recognize the word. After removing

the most probable false segmentation, we repeat the whole recognition process. At the

end, we refine the predicted sequence of characters with a spell-checker function.

5.2 Future work

A possible direction for future work, can be the use of even more color channels, or the

avoidance of using the least informative and most noisy color channels. This won’t add

any complexity to the overall detection pipeline, since each color channel is extracted

and processed in parallel. After observing the results of the experiments, we strongly

believe that a preprocessing of the input images, as proposed by Pan et al. in [54], would

help the detection and recognition. Furthermore, it is necessary to reduce the number

of the false positives outputs of the text detection. With the proposed method, we have

on average 2500 candidate words for each image, which is one fourth of what Hosang

et al. are expecting in [3]. Future researchers should find a way to reduce this number

even more, without decreasing the detection accuracy.

For the character recognition task, our method proved to be really effective. Our pipeline

splits the character image uniformly. A future researcher can examine different combi-

nations of grid sizes, even with unequal cells or with overlap.

For the word recognition task, we apply a brute-force word segmentation, since we

segment the word in two ways: firstly as light text on dark background, and later as

dark text on light background. A possible improvement would be the use of a classifier

able to classify the input word image either as dark text on light background or light

text on dark background. That would reduce the number of recognitions to half, since

we would focus only on the local minima or the local maxima, depending on the result of

the classification. Also, patterns on the vertical profile, which gives the segments, may

lead to more effective false segmentation removal, like in [55], where a neural network

is trained to find the most appropriate segment positions. Finally, the expansion of the

spell-checker dictionary is essential for broader use.
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