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Compositionality of Meaning

Three models are begin compared:

• Vector addition
v1i + v2i = v3i

• Point-wise mulitplication
v1i × v2i = v3i

• Partial Least Squares Regression (PLSR)
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PLSR

• Multivariabte regression technique

• Very suitable for problems high dimensionality and limited
data

• Robust against overtraining

• Some dimensions contribute more than others
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PLSR

• Function mapping of two vectors

• Each dimension is important

• We use adjective and noun as predictors and the observed
pair as dependent variable
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Dataset

• British National Corpus

• 1380 Adjective-Noun pairs with frequency >400
e.g. nice house

• Vector space with 40,000 most frequent tokens

• Resulting in a 40,000 × 500 matrix

• Training set of 1000 pairs, test set of 380 pairs

• v1 = nice, v2 = house and v3 = nice house
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Adjective-Noun pairs

Euclidian distance between predicted vectors and observed
vectors
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Adjective-Noun pairs

For each A-N pair in the test set the 10 nearest neighbours in
the whole subspace are determined
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Predicting Neighbours

• For each A-N pair the 10 nearest neighbours are
determined

• This is very restricting!

• For each A-N pair the nearest prediction neighbours are
determined as well

• For each prediction you check if this shares a top-10
neighbour with the gold standard
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Predicting Neighbours
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Conclusion

• This method is not tried before in this field

• For combining adjectives and nouns this gives good results

• For the second evaluation the results are mixed, the
additive model works better here.
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Future research

• Develop better evaluation methods

• Extending experiments to other techniques

• Any semantic relation instantiated by any syntactic
structure could be learned if sufficient data is provided
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