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Programme
• Why optical networking and IP
• Reference models
• Standardization bodies
• Physical layer
• ITU signaling
• IP addressing, Networking Layer
• IP-optical protocols
• Open issues, current work



So, what’s up doc
Suppose:
• Optical components get cheaper and cheaper
• Dark (well, dark?) fibers abundant
• Number of available λ/user -> ∞
• Speeds of 10, 100, 1000 Gbit/s make electrical

domain packet handling physically difficult
Then:
•  λ provisioning for grid applications becomes

feasible
• Long term view ---> full optical



Know the user

BW requirements

# of users

C
A

B

A -> Lightweight users, browsing, mailing, home use
B -> Business applications, multicast, streaming
C -> Special scientific applications, computing, data grids, virtual-presence

ADSL GigE LAN



CAVE AccessGrid ImmersaDesk

Plasma Touch Screen AGAVE: Passive Stereo Wall
PDAs, Tablet PCs,

Laptops

Integrating Distributed
Collaborative Visualization



Passive stereo
VR display

Camera array for image based panorama

Wireless tablet PCs +
cameras Velcroed to wall
for private video or
persistent Post-its

Wireless mobile
Plasma Touch screen

Persistent flip notes

TeraNode-V tiled display
(LCD tiles for high resolution)

Integrating Distributed Collaborative
Visualization





VLBI



Why optical networking and IP ?

• Well established IP world of applications

• Provides worldwide addressing scheme, DNS,

URL’s, Routing, etc.

• Optical networks are supposed to bring speed

• Only Lambda’s may look like a telephone system

• How to marry both worlds ?



Standardization bodies
– ISO = International Standards Organisation

• OSI (Open Systems Interconnect) 7 layer model
– ITU = International Telecommunications Union (www.itu.org)
– OIF - Optical Internet Forum
– IEEE = The Institute of Electrical and Electronics Engineers,

Inc. (www.ieee.org)
– IETF = Internet Engineering Task Force (www.ietf.org)

• ISOC =Internet Society
• IESG = Internet Engineering Steering Group
• IAB = Internet Architecture Board
• IANA = Internet Assigned Numbers Authority -> ICANN
• ICANN = Internet Corporation for Assigned Names and Numbers
• IRTF = Internet Research Task Force
• standards (IETF RFC’s), see ftp.ietf.net
• Internet Protocol (IP, TCP/IP, UDP)



Functionality of Layered models

• Layer model
– new layer where new level of abstraction is

needed
– each layer does well defined function
– function of each layer toward international

standards
– layer boundaries chosen to minimize

information flow across interfaces
– number of layers: enough that distinct

functions need not be thrown together in one
layer out of necessity, and small enough that
architecture does not become unwieldy



OSI model

• OSI 7 layers
1 - The Physical Layer
2 - The Data Link Layer
3 - The Network Layer
4 - The Transport Layer
5 - The Session Layer
6 - The Presentation Layer
7 - The Application Layer

• Layers 5 and 6 are almost empty, nowadays
usually taken together with the application
layer.
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The OSI Reference Model
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Repeater, bridge, switch, router
7
6
5
4
3
2
1

layer

ethernet ethernet wireless ethernet SDH/Opt

A: Repeater
• transfers bits, makes two nets look like one, cable length

B: Bridge, switch
• connect two different data link layers, selective forwarding

C: Router/gateway
• protocol converter, connect network layers, sub-netting, logical map of

internet

A B C
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Connection less versus
connection oriented• Connection less

– postal office
– mail
– internet (IP)
– datagram delivery

• Connection oriented
– telephone system
– 3 phases: establish, use, release
– order preserved
– file transfer
– waste of resources
– TCP

• role can change in each layer



Example of connection less communication



TCP/IP reference model



DataLink Layer

00110100100011100101001010110110001010001010010101101100010

Functions:

•Point to point (or point to multipoint)
•Addressing on media (mac addresses)

•Framing
•Bit streams get structure

•Error control
•Error detection and correction

•Flow control
•fast computers and slow clients



IEEE 802.3  => Ethernet
• 1-persistent CSMA/CD with exponential backoff
• over coax , fiber, utp
• topologies: linear, Spine, Tree, Segmented
• repeaters to amplify signals
• Manchester Encoding: 1 = high-low, 0 = low-high
• 10 Mbit/s  -> 2500 meters, 51.2 usec. 64 bytes
• 100 Mbit/s -> 250 meter,  5.12 usec. 64 bytes, IEEE 802.3u
• 1 Gbit/s    -> 250 meter, 5.12 usec, 512 bytes, IEEE 802.3z
• 10 Gbit/s  -> unlimited length, full duplex only, 64 bytes, IEEE 802.3ae
• 48 bits unique addresses
• high order bit: 0 = ordinary address, 1 = group address, all 1's = broadcast
• next          bit: local / global addresses
• Frame format:



Sub-IP Area

• Area Director(s): Scott Bradner <sob@harvard.edu>
• Bert Wijnen <bwijnen@lucent.com>

• Working Groups:
•       ccamp Common Control and Measurement Plane
•       gsmp General Switch Management Protocol
•       ipo IP over Optical
•       iporpr IP over Resilient Packet Rings
•       mpls Multiprotocol Label Switching
•       ppvpn Provider Provisioned Virtual Private Networks
•       tewg Internet Traffic Engineering



Signaling
• GMPLS
• OBG
• RSVP
• UNI vs NNI vs peer to peer
• Single versus multi domain



(G)MPLS

Map routes to layer 2 path
LDP = label distribution protocol

L3 routing

L2 forwarding
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GMPLS LSP Hierarchy

Source: Turner, et al, IEEE Communications, Feb. 2001



Generalized MPLS (GMPLS)

• Reduces the multiple layers into a single, integrated, control
layer

• Extends MPLS control plane to address optical layer
constraints and attributes

• Leverages IP layer management simplicity and distributed
intelligence

• Provides sophisticated traffic engineering capabilities for
resource management and control



Drafts as of January 2001

Control Plane Protocols
Standards Summary

Link Management,
verification, neighbor

discovery, etc
LMP LMP

Central Control,
IP/ATM/

SONET clients

Function MPλS/GMPLS O-UNI G.ASON

Routing Protocol IGP TE
extensions N/A N/A

Signaling ATM
Forum

RSVP/CR-
LDP

extensions

Out-of-band
client UNI

RSVP/CR-LDP
extensions

Model Peer/Overlay Overlay to
Peer Overlay

Standards Body Peer/IETF OIF ITU-T



IP-environment

R R

BGP BGP

Administrative
boundary

Administrative
boundary

R R

Multi domain IP controlled
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Why fibers for data transport?
• Fibers are medium of choice for

– high bitrate signal transport (1-1000 gigabit/s)

– over large distances (2 km … trans-Atlantic)

SourceSource: : Corning CorpCorning Corp.. High Speed

short range

long range



Fiber technology
• Fiber = glass core (9µm) with glass

cladding (125µm)

• Low attenuation due to total internal
reflection of light

• Fiber types:
– Multi-Mode
– Single-Mode



Optical bandwidth: room to grow

Optical transport windows:
1: 850nm short reach
2: 1310nm intermediate reach
3a: 1550nm long reach

1530-1565: C-band
3b: 1600nm 1565-1620: L-band

300m300mm300µm300nm300pm

Radio/TVmicrowavesinfrared
waves

X & γ-rays
visible light
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Source:  Gert Nieveld, Global CrossingSource:  Gert Nieveld, Global Crossing



Lambda networking
• WDM: Wavelength Division Multiplexing:

– multiple colors (lambdas) on a single fiber
• OADM: Add/drop traffic in optical domain
• OXC: Optical Cross-Connect



IPIP Routers

OpticalOptical PhotonicPhotonic
Cross-ConnectsCross-Connects

DWDMDWDM

Label
Switches

MPLSMPLS

Hybrid & Grooming
Switches/Cross-Connects

Hybrid (O&E)

ADMs
SONET/SONET/

SDHSDH

Optical networking tomorrow



Typical IP backbone (1990s)

Source:  Jean-Marc UzSource:  Jean-Marc Uzéé, Juniper Networks, Juniper Networks



Why so many layers?

Source:  Jean-Marc UzSource:  Jean-Marc Uzéé, Juniper Networks, Juniper Networks



Two-layer network

Source:  Jean-Marc UzSource:  Jean-Marc Uzéé, Juniper Networks, Juniper Networks



IP networking over Optics
IEEE 802.2 LLC IEEE 802.2 LLC PPP AAL5

POS

WDM, WWDM, DWDM

HDLC

RPR
PHY

10GigE
LAN PHY

10GigE
WAN PHY

GigE
PHY

Optical Fiber / OTN (WDM)

IP

GFP

RPR MAC Ethernet MAC ATM

Interface for OTN, G.709

SONET / SDH

RPR = Resilient Packet Ring, IEEE 802.17

HDLC = High-Level Data-Link Control

POS = Packet over SONET/SDH

GFP = Generic Framing Procedure (ANSI T1 X1-driven
standard)

OTN = Optical Transport Network

WDM = Wavelength Division
Multiplexing

WWDM = Wide WDM

DWDM = Dense WDM



OpticalOptical technologies technologies
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Optical networking, 3 scenarios
• Lambdas for internal ISP bandwidth provisioning

– An ISP uses a lambda switching network to make better use
of its (suppliers) dark fibers and to provision to the POP's.
In this case the optical network is just within one domain
and as such is a relatively simple case.

• Lambda switching as peering point technology
– In this use case a layer 1 Internet exchange is build. ISP's

peer by instantiating lambdas to  each other. Is a N*(N-1)
and multi domain management problem.

• Lambda switching as grid application bandwidth
provisioning
– This is by far the most difficult since it needs UNI and NNI

protocols to provision the optical paths through different
domains.



Current technology + (re)definition
• Current (to me) available technology consists of

SONET/SDH switches
• DWDM+switching coming up
• Starlight uses for the time being VLAN’s on Ethernet

switches to connect [exactly] two ports
• So redefine a λ as:

“a λ is a pipe where you can inspect packets as they
enter and when they exit, but principally not when in

transit. In transit one only deals with the parameters of
the pipe: number, color, bandwidth”



Possible STAR LIGHT configuration
I-wire: 4 x GbE CWDM

DTF: 4 x 10
Gbps
SONET
DWDM

SURFnet 5: 1 x 2.5
Gbps SDH DWDM

CA*net 4:
8 x 10 GbE
DWDM

Layer 3 Router to connect to
smaller networks

   10 Gbps (8 x GbE)
    2.5 Gbps (2 x GbE)

1 GbE
STS mapped to GbE

STS to GbE Demux

10Gbps SONET to GbE Demux 10GbE to GbE Demux

10 GbE transceivers

Optical Mux/Demux

GbE transceivers

Courtesy Bill St.Arnaud







GSR

Amsterdam

2.5 Gbps SONET/SDH “Lambda”
10/100/1000 Mbps Ethernet

VLAN
SARA

VLAN
SARA

Amsterdam Almere

R

R D
A
S
II

SurfNet5

SARA

AMSIXAMSIX

R GIGA
cluster

Amsterdam 2nd phase
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Other architectures - L1 - 3
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Other architectures - Distributed
virtual IEX’es

vlan a
vlan b
vlan c

vlan a
vlan b
vlan d

Problem: vlan tag distribution ==> gmpls



Distributed L2

lambda

SN5
A’DAM

Univ A

SN5
CHICAGO

Univ B

Univ X

Univ Y

Layer 2 VPN



Lambda/GbE exchange
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• lambda for high bandwidth
applications
– Bypass of production network
– Middleware may request

(optical) pipe

Application

Middleware

Transport

Application

Middleware

Transport

Router

Router

UvA

Router

Router

3rd party   
carriers   

Router

ams

chi

SURFnet5  

UBC
 Vancouver

Switch

GbE

GbE

GbE

2.5Gb 
lambda

Lambda

Switch

Lambda

Switch

Switch

Router

High bandwidth app



research on λ’s

• how to get traffic in and out of lambdas
• how to map load on the network to a map of

lambdas
• how to deal with lambdas at peering points
• how to deal with provisioning when more

administrative domains are involved
• how to do fine grain near real time grid

application level lambda provisioning



Research with λ's

• High speed TCP (high rtt and BW)
• Routing stability
• Routing responsibility
• Extremely multihomed Networks
• Roles, organizational issues
• SLA’s
• Models (Connection less versus oriented)
• Discreet versus continuous in time



The End
• This space is intentionally left blank


