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Abstract

Qualitative Reasoning is often seen as a powerful basis
for generating explanations, because the behaviour of
interest is explicitly modelled in terms of relevant com-
ponents, processes, causality relations, quantity spaces,
assumptions, states and transitions, while neglecting
unnecessary details like quantitative values. However,
the link between qualitative reasoning and explanation
is often seen as a direct one-to-one mapping, whereas
studies of human explanation indicate that this is a sim-
plification. Explanation is an interactive process in
which the context plays an important role. This pos-
ition paper takes a closer look at the relation between
qualitative reasoning, explanation generation and con-
textual factors such as the tasks and goals of the user,
and the dialogue history.

1 Introduction
Explanation plays a major role in human communication,
especially in learning, in both educational and business set-
tings. When a computer system is intended to represent
some knowledge, and this knowledge needs to be commu-
nicated to a user, facilities are necessary to generate appro-
priate explanations.

Qualitative reasoning techniques are often considered im-
portant for explanation generation, because of the articu-
lateness of the simulation models these techniques deliver.
Despite the potential of these techniques, actual use in real
applications is limited (see e.g. Trave-Massuyes & Milne
1998). One reason is the poor ‘interface’ of qualitative reas-
oning problem solvers, both for supporting model building
(input to the simulator) and for inspecting the simulation res-
ults (output of the simulator). In this paper we are concerned
with the latter. The notion of interface we use is wider than
‘just the screen layout of the program’. Interface actually
refers to all the aspects relevant to an effective communica-
tion between artificial problem solver and user.

Experiments with real users highlight the need for more
elaborate communication capabilities. For instance, when
interacting with the CyclePad educational system, learners
specifying and experimenting with several designs for ther-
modynamic cycles, seem to require additional coaching fa-
cilities, e.g., telling students how to proceed when they get
stuck, and explaining the rationales behind design choices

(Forbus & Whalley 1998). As another example, when in-
teracting with the qualitative reasoning shell GARP, using
a text-based interface, the amount of information which is
generated by running a simulation, or by inspecting a model
can be overwhelming, making it hard to discern the import-
ant aspects of interest (de Koning 1997). The functional-
ity of both of these simulation environments does not in all
cases map directly onto the knowledge needs of their users.

In this paper we argue that the poor interaction capabilit-
ies of qualitative problem solvers can be addressed by aug-
menting these problem solvers with knowledge about their
user’s needs & goals and the dialogue history. This paper
is a position paper by means of which we want to point out
the need for the qualitative reasoning community to take into
account techniques developed by adjacent communities such
as natural language generation and intelligent tutoring sys-
tems. The content of this paper is as follows. The next sec-
tion reviews qualitative reasoning techniques, arguing that
these techniques in principle can generate parsimonious sim-
ulation models with sufficient articulateness to address user
needs. However, these techniques are hampered in doing
so, because they lack knowledge about these users. Section
3 discusses concepts and techniques from natural language
generation and intelligent tutoring systems, which we be-
lieve are becoming increasingly more relevant to the qual-
itative reasoning community. In section 4 we elaborate on
typical research topics that should be addressed in order for
the qualitative reasoning community to profit from the in-
sights developed in adjacent research areas. Finally, section
5 summarises and concludes this paper.

2 The Role of Qualitative Models
The role of qualitative models for intelligent systems has
been discussed at large in the past (e.g. Forbus 1988; de
Kleer 1990). Views range from ‘the naive physics point
of view’ (e.g. Gentner & Stevens 1983). to ‘reasoning
about system behaviour in the absence of quantitative in-
formation’ (e.g. de Kleer & Williams 1991). Whatever
the specific view one takes, the model-based reasoning
community is becoming more aware that one of the key
roles for qualitative models is theontology (vocabulary)
it provides to have computers reason about system beha-
viour. This vocabulary is articulate and represents the dis-
tinct features of systems and their behaviour such thatin
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principle the behaviour analysis made by a computer pro-
gram can be communicated with users in a way that is un-
derstandable by these users (Forbus 1997; de Koning 1997;
Bredeweg & Winkels 1998). For example, one of the lessons
learned from research projects that used ‘less rich’ know-
ledge representations (e.g. Sophie - Brown, Burton, & de
Kleer 1982, and Steamer - Hollan, Hutchins, & Weizen-
baum 1984) was that the ability to construct an ongoing dia-
logue with a user was severely limited, because the computer
program (in this case, a quantitative simulation) lacked the
vocabulary ‘to talk’ about the simulation results produced by
the computer program. Particularly, generating explanations
turned out to be a fundamental problem.

The qualitative reasoning community has produced many
ideas in order to address this ‘lack of articulation’ problem
(e.g. Weld & de Kleer 1990; Forbus & de Kleer 1993).
Current techniques allow for the construction of artificial
problem solvers that capture many important aspects of sys-
tem behaviour, including knowledge about the structural
composition of a system, behavioural features (particularly
causal dependencies) and all kinds of time varying aspects.
Of course, still many issues have to be solved, for instance
reasoning about space or mechanics.

However, it is also realised that building articulate prob-
lem solvers, although required, introduces new problems.
The ‘information overflow’ is probably the most outstand-
ing. If many details are represented into a problem solver,
many inferences can be made. This is both a computational
problem and a problem for the user of the artefact. The
computational problems have been alleviated by the devel-
opment of truth maintenance systems (e.g. de Kleer 1986).1

Other approaches have proposed the idea of assumptions
(Falkenhainer & Forbus 1991; Rickel & Porter 1997), which
address the problem ‘of too much detail’ both from a com-
putational point of view as well as from the user’s point of
view. Using assumptions allows the artefact to neglect cer-
tain detail and as a result the user will also have to deal
with less detail. Still other solutions have focused primar-
ily on the idea of ‘summarising’ the details produced by a
qualitative simulator and by doing so making the simula-
tion results easier to understand for a user (de Koning 1997;
Mallory, Porter, & Kuipers 1996). A problem with both
approaches (summarising or using assumptions) is that al-
though the simulation results may consist of less detail, there
is no guarantee that this result is actually understandable by
the user. In fact, most qualitative problem solvers have no
idea whatsoever about what their users know, understand or
don’t know and are not able to understand.

In conclusion, it seems fair to argue that qualitative
reasoning originated from problems encountered in trying
to have humans (learners) interact with artificial problems
solvers in order to discuss systems and their behaviour. It
turns out that for such interactions to be effective specific
aspects have to be dealt with. First, the qualitative prob-
lem solver should have access to an articulate vocabulary
that captures all the important issues relevant to reasoning

1We will not discuss the computational problems any further in
this paper.

about system behaviour. Second, because such articulate
problem solvers may produce lots of detail, additional struc-
turing and/or summarising mechanisms are required in or-
der reduce the amount of information detail delivered to the
user. Finally, qualitative simulators have no knowledge of
their users. This means that in principle the artefact is not
able to adjust its problem solving capabilities to the know-
ledge needs of its users. We believe that this is one of the
next boundaries to be tackled by the qualitative reasoning
community.

3 Explanation Generation
This section gives an overview of research on explanation
generation, with a focus on concepts and techniques from
the fields of natural language generation and intelligent tu-
toring systems. In particular, attention is given to the notions
of knowledge needs, text structure, and interaction.

Tasks, Goals, and Knowledge Needs
The main question that should guide explanation genera-
tion is: what do users need to know? This depends to a
large extent on the tasks and goals of the user. In work
by Khan, Brown, & Leitch (1997) on industrial simula-
tion based activities, ‘three types of user’ are distinguished:
those who want to (a) acquire knowledge of how the plant
works; (b) develop skills of how to control the plant; and
(c) receive advice on how to complete a task. To deal with
these different demands for information, Khan et al. iden-
tified four fundamental types of explanations, each mak-
ing primarily use of a certain type of knowledge: instruc-
tional (temporal knowledge), decision making (correlational
knowledge), justification (causal knowledge), and theoretic
(structural knowledge).

Winkels (1992) makes a distinction betweenlocal and
global needs. If a user is engaged in a task and encoun-
ters a problem because he/she lacks some piece of know-
ledge or has a misconception, a local need occurs. Identi-
fying a local need is done by analyzing not only the user’s
query (e.g., ‘How do I ...?’ or ‘Why did that happen?’),
but also the context in which it occurs, e.g., by monitoring
the user’s actions.2 To resolve the local need, help can be
given to supply the necessary operational knowledge; this is
aimed at local repair or remediation, to ensure that correct
task performance can continue. A local need may be related
to more global needs, or educational goals. If this is the case,
help can be expanded into a real teaching interaction, which
may involve the introduction of new conceptual knowledge,
giving examples and analogies, providing training exercises,
and assessment and appropriate feedback.

When the computer system is largely in control of the
interaction, the educational goals may be treated in a
specific order derived from the way they are organised
into a curriculum. When the user is more in control of
the interaction, more opportunistic planning is necessary.

2The issue of diagnosing the user’s knowledge state, missing
knowledge and misconceptions, has received a lot of attention
in the literature on intelligent tutoring systems (e.g., see Wenger
1987; de Koning 1997).
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Winkels (1992) discusses how the subject matter can be tra-
versed by following didactic relations between concepts in
the domain; they distinguish five relations (generalisation-
specification, abstraction-concretion, inversion, analogy and
identity) which may be automatically determined, if the do-
main is very structured.

Text Structure
Especially when explanations become longer than a single
sentence, explicit means to structure the text are necessary.
An important notion is the existence of relations between
text segments, or text spans which may contain multiple seg-
ments. A very influential idea, from Rhetorical Structure
Theory, or RST (Mann & Thompson 1988) is the assump-
tion that a text is coherent when it can be analysed hierarch-
ically in terms of rhetorical relations holding between con-
secutive text spans. Some research addresses the role of dis-
course markers, like ‘because’ or ‘finally’ in making these
relations visible in the text (Knott & Sanders 1998). Start-
ing from RST, Hovy (1993) describes what is necessary for
automatic generation of coherent texts: text plans incorpor-
ating communicative intent; a collection of discourse rela-
tions; predefined structures (schemas); and control of focus
shifts. He cites heuristics for sentence formation (p.368),
describes aggregation rules (p.369), and also illustrates how
text formatting can be integrated into text generation.

Interaction
Many researchers point out that explanation is an interactive
process (e.g. Moore 1995; Cawsey 1991), and acknowledge
the role dialogue plays in promoting learning, reflection, and
the acquisition of scientific inquiry skills (e.g. Baker 1994).
Dialogue can be analyzed on several levels of interaction,
e.g., in terms ofmoves (which have a function),turns (which
contain one or more moves by one participant, and have
an initiating or responding mode),exchanges (which usu-
ally consist of a pair of turns – one for each participant) and
episodes (which have an outcome, e.g., a conclusion agreed
upon between both participants) (Pilkington 1997). An ex-
planation consisting of a single turn is often not immediately
successful, but requires follow-up interaction to make sure
the hearer is satisfied and understands the knowledge com-
municated (Pilkington 1992).

To be able to deal with follow-up questions, the system
should keep track of what has been said by the system and
the user – the dialogue history. Moore (1995) argues for in-
cluding in the dialogue history the intentions of the system
together with the plan which resulted in a particular utter-
ance, because this makes it possible to recover from a failed
explanation by backtracking to the communicative goal and
realising it in another way. An adequate representation of
the dialogue history also allows linking new explanations to
previous explanations, without repeating what has been said
already.

Related to the notion of dialogue history is the user model,
or student model, in the case of educational systems. Here,
information is kept about the user’s profile, goals, tasks,
preferences, and knowledge. When this information is avail-
able, or can be derived from the dialogue history and/or dia-

gnostic processes, the interaction can be adapted to specific
users. Hence, explanations can be generated at a level of
detail appropriate to the expertise level of the user, avoiding
concepts still unknown to the user. Because a user model
represents a user’s knowledge and characteristics, it should
be updated when changes are appropriate.

Multimedia
Because interactivity is important, the interface between
system and user plays a crucial role. Although the previ-
ous sections focused on language (in written form), there is
also a need for other means of communication and ways of
integrating them.

For instance, sometimes people are not able to state expli-
citly what they want to know, but they are able to identify the
thing they don’t understand, or want to know more about; in
these cases direct manipulation, i.e., pointing at the point of
interest (a part of text or a graphic), can be of great help
(Moore 1995).

Graphics can be very helpful as part of effective explan-
ation. Especially when structure needs to be conveyed, or
large sets of data have to be visualised, a picture can be
more illuminating than a verbal description. If both graphics
and text were generated and coordinated by the same plan-
ning mechanism, even more flexible means of communic-
ating would be possible, which combines the advantages of
both media. Interesting work in this area has been done by
Wahlsteret al. (1993) and Kerpedjievet al. (1997).

Animation is useful when a sense of realism is needed, but
is often not important in qualitative systems, in which time
is abstracted into qualitatively distinct states. So instead of
real animation, a collection of distinct graphics, analogous
to comic strips or film scenarios, may be better suited.

4 Discussion
After this short overview of some of the currently available
techniques in qualitative reasoning, intelligent tutoring sys-
tems, and natural language generation, the question is: can
we integrate these techniques to produce better explanation
facilities, or are there still important pieces missing?

One first issue which may pose problems is the role of the
knowledge represented in the system in relation to the task
of the user interacting with the system. In qualitative reas-
oning, the main tasks which have received a lot of attention
are prediction and diagnosis, especially in relation to phys-
ical systems.3 Most certainly, this has had an influence on
the development of the ontological primitives in qualitative
reasoning, since both of these tasks typically require know-
ledge about physical structure and causal relations. If we
want to use qualitative reasoning in systems supporting (the
learning of) other tasks, like design, planning or assessment,
we will have to investigate whether the qualitative reasoning
ontological primitives are still satisfactory. In these tasks,
not only physical structure and behavioural properties are

3But even for these tasks, the domain knowledge necessary for
the task is often not distinguished from the task knowledge which
specifies how to reason with the domain knowledge.
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important, but also human goals, actions, resources, require-
ments, preferences, etc.

A second issue is the mapping from communicative goals
to concepts and relations in the domain. As we have seen,
qualitative reasoning means specifying domain knowledge
as an ontology in which components, processes and struc-
tural and causal relations between them are the key elements.
If we want todescribe a process or concept, this is no prob-
lem, but if we want toidentify a concept, orcontrast it to
another, ways of fulfilling these communicative goals are
less clear. This seems to require additional specification,
or mechanisms for reasoning about, similarities and differ-
ences.

In a project which has started recently, the authors plan
to develop a framework for generating explanations from ar-
ticulate domain models which addresses these two points.
As a short-term goal, a prototype will be developed which
is capable of basic explanation generation on the basis of
behavioural simulations in the context of an ecological do-
main, the Brazilian Cerrado (e.g. see Salles, Bredeweg, &
Winkels 1997). In the long term, additional mechanisms
will be added, like presenting counter-examples, analogies
etc. The ultimate goal is to achieve thorough understanding
of the way domain knowledge representation can interact
with reasoning mechanisms and communication strategies
to generate a successful explanatory interaction.

5 Conclusions
This paper has explored the relation between explanation
generation and qualitative reasoning. Most importantly,
what can be explained is dependent on the contents of the
model in terms of structure, level of detail, ontological prim-
itives, and vocabulary. If multiple levels of explanation are
required, then multiple models, or views, and mechanisms
for selecting appropriate ones are necessary. But in addi-
tion to these aspects of domain representation, explanation
should also be seen as a communication process, which of-
ten requires planning and interaction to be successful. Prin-
ciples underlying effective explanations were quoted from
the literature in natural language generation; the main es-
sence of these principles is that explanation should be seen
in the context in which it is required, with special attention
for the user’s tasks, goals and intentions. Because of its fo-
cus on physical systems, causal chains and processes in time,
textual explanations will not always be optimal; qualitative
reasoning should also benefit from techniques in graphics
and multimedia generation. For the future, integration of
techniques developed in these various fields of research is
an important goal to create explanation generation facilities
which optimally support users of our systems.
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