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1 Introduction

One of the concluding slogans of the FraCaS project on Frameworks for Computational Se-
mantics is that ‘[t|here can be no semantics without logic’ [CFvGG98]. We take this to
mean that formalisms for semantic representation should be developed hand-in-hand with
inference methods for performing reasoning tasks with representations and algorithms for
representation construction.

Clearly, to be usable in the first place, representation formalisms need to come equipped
with construction methods, and this explains the need for algorithmic tools. But what about
the need for inference methods? At least types of three reasons can be identified. For
cognitive purposes one may want to test the truth conditions of a representation against
(a model of) speakers’ intuitions—this amounts to a model checking or theorem proving
task. Also, the whole issue of what it is to understand a discourse may be phrased as a
model generation task. Computationally, we need various reasoning tasks and Al-heuristics
to help resolve quantifier scope ambiguity, or to resolve anaphoric relations in information
extraction and natural language queries. And last, but not least, the very construction of
semantic representations may require inference tools to be used in checking for consistency
and informativity. At the end of the day, the main purpose of a semantic representation is
that we can do something with it, both algorithmically and in terms of inference tasks.

The present times are exciting ones for anyone with an interest in inference for natural
language semantics. On the one hand, there is work in semantics that has little or no attention
for inferential aspects. This is certainly the case for a lot of work in dynamic semantics and
underspecified representation, and in the recent Handbook of Logic and Language [vBtM97]
inferential methods for semantic representations are largely absent, despite the fact that a
substantial part of the book is devoted to representational matters.

At the same time, there is a growing body of work aimed at developing inference methods
and tools for natural language semantics, fed by a growing realization that these are ‘the heart
of the enterprise’ [BB98, page viii]. This is manifested not only by various research initiatives
(see below), but also by the fact that a number of textbooks and monographs on natural
language semantics and its inferential and algorithmic aspects are in preparation [BB9S,
CFvGG98], and by a recent initiative to set up a special interest group on Computational
Semantics (see http://www.coli.uni-sb.de/ patrick/SIGICS.html for details).



In this note we survey some of the ongoing work on inference and natural language se-
mantics; we identify commonalities, as well as possibilities and the main logical challenges
we are confronted with in the field.

2 Putting Semantics to Work

2.1 Lines of Attack

It has often been claimed that classical reasoning based on first-order logic (FOL) is not
appropriate as an inference method for natural language semantics. We are pragmatic in this
matter: try to stick to existing formats and tools and see how far they get you, and only
if they fail, one should develop novel formats and tools. Traditional inference tools (such
as theorem provers and model builders) are reaching new levels of sophistication, and they
are now widely and easily available. Blackburn and Bos [BB98| show that the ‘conservative’
strategy of using first-order tools can actually achieve a lot. In particular, they use first-order
theorem proving techniques for implementing Van der Sandt’s approach to presupposition.

Although one may want to stick to first-order based tools as much as possible, for reasons
of efficiency, or simply to get ‘natural representations’ it may pay to move away from the
traditional first-order realm. Such a move may be particularly appropriate in two of the
areas that currently pose the biggest challenges for computational semantics: ambiguity and
dynamics [CFvGG98, Chapter 8]. Let us consider some samples of deductive approaches in
each of these two areas.

Reasoning with Ambiguity

While the problem of ambiguity and underspecification has recently enjoyed a considerable
increase in attention from computational linguists, computer scientists, the focus has mostly
been on semantic aspects, and ‘reasoning with ambiguous sentences is still in its infancy’
[vDP96]. Lexical ambiguities can be represented pretty straightforwardly by putting the dif-
ferent readings into a disjunction, doing so for quantificational ambiguities ignores additional
structure that may help in the disambiguation process. To exploit this structural information
and to avoid the state explosion problem, one needs a concise representation of the possible
readings, and the proofs themselves need to be incremental in the sense that at any stage we
have a ‘partial’ proof that can easily be extended to cope with novel information. [MdR98c]
achieve this by adopting Bos’ hole semantics in the style of [Rey93, Rey96], and by developing
a tableaux calculus for quantificational ambiguity that interleaves disambiguation and proper
deductive reasoning while preserving non-redundant representations as much as possible.
But there is more to reasoning with quantificational ambiguity than just developing a
calculus for it. In the presence of multiple readings of premises and conclusions, fundamental
logical notions such as entailment receive new dimensions. Should all possible readings of
the conclusion follow (in the traditional sense) from all possible readings of the premises
for the ambiguous conclusion to really qualify as a consequence of an ambiguous premise?
Basic research in this direction has been carried out by a number of people [vD96, Rey95,
vEJ96, Jas97]. Ultimately, the aim here is to obtain insights into the development and



implementation of theorem provers for underspecified representations.

Deduction for Dynamics

A number of calculi have recently been proposed for reasoning with dynamic semantics.
[KR96] and [RG94| present natural deduction calculi for Discourse Representation Theory.
And in the area of Dynamic Predicate Logic (and its many variations), [Vel97] presents some
ground-tableau calculi and [vE98a| a sequent calculus, but none of these calculi are designed
to be efficiently implemented. [MdR98a, MdR98b] focus on efficiency, but the resolution
method that is used there calls for a clausal form transformation which destroys the structural
information of the input. As a consequence, the system is unable to reflect the incremental
feature of the semantics. Furthermore, none of these calculi are adapted to incremental
consistency checking as the syntactic information of ‘actively quantified variables’ is lost
during a proof. Van Eijck’s calculus for ‘Dynamic Predicate Logic without variables’ is
incremental for the price of losing the destructive assignments brought about by repeated
quantifications of the same variable in dynamic predicate logic.

However, [Ker98] presents an incremental free-variable tableau calculus for Dynamic Pred-
icate Logic where unification takes care of the choice in substitutions and information on
‘actively quantified variables’ are recorded alongside a proof, thus enabling an efficient im-
plementation of substitutions and incremental consistency checking.

2.2 Lessons Learned

The brief sketches of recent work on inference and natural language semantics given above
show a number of things. First, all traditional computational reasoning tasks (theorem prov-
ing, model checking, model generation) are needed, but often in novel settings and as part of
larger logical architectures. Second, there are novel logical concerns both at a fundamental
and at an architectural level. The former is illustrated by the proliferation of notions of
entailment and by the need for incremental, structure preserving proof procedures. As to
the latter, to move forward we need to develop methods for integrating specialized inference
engines, possibly operating on different kinds of information, with other computational tools
such as statistical packages, parsers, and various interfaces. We propose to use combinations
of small specialized modules rather than large baroque systems. Of course, similar strate-
gies in design and architecture have gained considerable attention in both computer science
[Boo91], and in other areas of applied logic and automated reasoning [BS96].

3 Further Directions and Challenges

The findings of the previous section are supported by a number of further and novel de-
velopments in more applied areas adjacent to natural language semantics. We will restrict
ourselves to three examples.

First, in syntactic analysis, partial or underspecified approaches to parsing are becoming
increasingly popular [Abn96]. Just like underspecified representations in semantics, a partial
parse fully processes certain phrases, but leaves some ambiguities such as modifier attachment



underspecified. Given this similarity, it is natural to ask whether underspecified semantics
can somehow be combined with partial parsing. An ongoing project at ILLC studies to
which extent one can, for instance, use semantic information into account to resolve syntactic
ambiguities. Note that combinations of underspecified representation and packed syntactic
trees (parse forests) have been considered before [Sch96, D6r97], but no methods for using
semantic information to resolve syntactic ambiguities are reported there.

Second, assuming that underspecified representations can usefully be combined with par-
tial parsing, we may be able to improve methods in Information Extraction (IE). Common
approaches to IE suffer from the fact that they either give only a very shallow analysis of text
documents, as in approaches using word vectors, or that they are domain dependent, as in
the case of template filling. More general techniques using some kind of logical representation
could circumvent these disadvantages. Now, [E techniques provide the right data structures,
but to access the information one needs the right retrieval algorithms. Logic-based Infor-
mation Retrieval (IR) has been around, at least theoretically, since the mid 1980’s [vR86].
An ongoing project at ILLC investigates to which extent underspecified reasoning and repre-
sentation can be used for IR. We do not believe that these techniques can compete with IR
methods for very large data collections, where logic-based techniques seem to be intractable,
but we are confident about substantial quality improvements for smaller domains.

Finally, and coming from a completely different direction, there is work on the use of
dynamic semantics to explain the meaning of programs in hybrid programming languages
such as Alma-0 [ABPS] that combine the imperative and declarative programming paradigms.
[vE98b] shows how dynamic predicate logic provides an adequate semantics for a non-trivial
fragment of Alma-0, and how inference tools for dynamic predicate logic become verification
tools for the hybrid programming language.

4 Conclusion

In this note we have identified the main concerns of doing inference for natural language
semantics. We have illustrated these concerns by means of samples from ongoing research
initiatives, and, in addition, we have listed what we take to be some of the main challenges
and most promising research directions in the area.
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