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1 Introduction

In this talk | want to review the area of Information Retrieval (IR) from a computational
semanticist’s point of view. There have been several attempts to integrate Natural Language
Processing (NLP) techniques into IR and | want to discuss some of those attempts and point
out some opportunities and challenges for computational semantics.

Research in IR is aimed at designing and evaluating systems that try to fulfill a user’s
information need. Often, this is a user posing a query to a database. An IR system can
react in a variety of ways. For instance, it can present a list of documents presumably con-
taining the information the user is looking for (ad-hoc retrieval), or it can directly answer
a user’s question by generating natural language sentences or extracting sentences from
the database (Question-Answering). The database itself is simply a collection of natural
language documents. From an abstract point of view, a docutiiemelevant to a query
if d ‘is about’ g. Defining ‘is about’ is a non-trivial task and several approaches have been
proposed, cf. Baeza-Yates and Ribeiro-INéto (1999) for an overview.

One of the hallmarks of the field of IR is its emphasis on testing and evaluation. Ex-
periments are usually carried out on standard collections, such as the TREC collections
(Harmah[1995), where the relevant documents for a query are known in advance. To eval-
uate the quality of an IR system standard measures supteasionandrecall are used.
Precision compares the number of relevant documents that have been retrieved to the num-
ber of non-relevant documents. Recall indicates the number of relevant documents that
have been retrieved to the number of documents which are considered to be relevant.

2 Semantic Representation

Usually, information retrieval systems do not work on the documents themselves, but on a
(semantic) representations. Therefore, deciding whether a document is relevant to a query
depends on the kind of representation that is being used for the document and for the
qguery. Almost all existing IR systems simply represent documents and queries as a ‘bag-
of-words’. From a formal semanticist’s point of view this may seem hopelessly inadequate,
but for simple retrieval tasks such as ad-hoc retrieval this way of representing the content
of a document turns out to be surprisingly effective. It may seem intuitively obvious that
exploiting linguistic structure will help to improve retrieval effectiveness, and that deeper
or richer representations, although perhaps more computationally costly, will lead to a sub-
stantially higher precision. Indeed, there have been several attempts to add multi-word
phrases to document representations, se¢ €.q. StrzalkowskKi (L995), Mitrd et al. (1997), but
the experimental findings on retrieval with such enhanced representations do not really



support the hypothesis that added linguistics structure improves effectiveness. In some
cases, it indeed does improve retrieval, but the results are not uniform enough to speak of a
significant improvement.

Despite its success, there are several problems tied to the simple bag-of-words’ presen-
tation of documents. Two of these problems are of particular relevance to computational
semanticists: word-sense ambiguity and synonymy. If a query contains a word which is
lexically ambiguous, it may happen that documents are retrieved which contain this word,
but not in its intended meaning. Conversely, it may happen that a document is not retrieved
because it does not share a word with the query, although it does contain words which are
synonymous to words in the query.

Most approaches to word-sense disambiguation or to finding synonyms employ word
taxonomies like VORDNET (Milier, L995). To disambiguate word-senses a word is tagged
with one of its senses, for instance aORDBNET synset, induced by the context of the
occurrence of the word, cf. Sanderson (2000). And synonyms can be exploited by a tech-
nigue called query expansion, where synonymous terms are added to the query terms, cf.
Voorhees [(1994). As in the case of using multi-word phrases, experimental findings do
not indicate a significant improvement in effectiveness when retrieving with disambiguated
word senses or synonyms, gee Voorhées (1994). Those experimental results suggest that
employing NLP techniques for extracting linguistic structures and using them for ad-hoc
retrieval will not significantly improve retrieval effectiveness.

It could be argued that the failure of NLP techniques here is simply due to the very
shallow and limited character of ad-hoc retrieval. Maybe, less shallow information needs
that require a deeper analysis of the documents and queries can profit from the use of NLP
techniques. A prime example here are Question-Answering systemg; see| Kupiec (1993)
and[Voorhees and Ticé (1999). Such systems do not return full documents but return a
single (partial) sentence which is supposed to be an answer to the user’s input question.
To get an impression what typical questions look like consider examplgs (1-3), which are
guestions that have been posed t9kAEEVES (ASKJEEVES, 2Z000), an on-line Question-
Answering system.

(1) What movie took the longest to film?
(2) Whatis a mashuganas?

(3) How many members of the U.S. Congress and Senate are graduates of Bob Jones
University? And what are there names?

In contrast to ad-hoc retrieval, Question-Answering is a task that seems to be much
more sensitive to linguistic structures like multi-word phrases and argument structure, thus
potentially raising a whole series of interesting challenges for NLP in general and compu-
tational semanticists in particular.

To focus on the latter, one of the prime issues that has to be addressed is: How do we
represent argument structure? One way to represent argument structures idesaige
tion logic formulas. Description logics are a family of knowledge representation languages
originating from work on semantic networks and frame-based formalisms, see Donini et al.
(T996). For reasons of robustness and efficiency, partial parsing techniques are used to
construct description logic representations. While this makes it impossible to provide a
deep semantic representation, for most information retrieval tasks, including Question-
Answering, this is not necessary anyway. Since typical wh-questions are of the form “Who
did what to whom and when?”, the information that we do need to capture in the repre-
sentation includes thematic information, such as which NP is the agent and which one is
patient etc., seg Litkowski (1999). Description logical formulas capturing this information
can look like [#) and[{(5).

(4) a. Industry sources put the value of the acquisition at $100 million



b. Jagent.(sourceMindustry) M Jevent.put
MJpatient.(acquisitionM3value.(100,000,000Mdollar))

(5) a. John Blair was acquired last year by Reliance Capital Group Inc.

b. Jagent.reliance_capital_group_incl1 Jevent.acquire
Mdpatient.john blair(l Jtime.last_year

This way of using description logic to provide only a shallow semantic representation
is based on Meghini et al. (1993).

3 Inference

Once we have representations, we can perform inferences with them. What kinds of in-
ference tasks these will be, will depend both on the representations themselves and on the
information need. In the case of ad-hoc retrieval, the representations are bags of words and
the corresponding inference task is simply term matching.

As we move to retrieval tasks that require deeper representations, such as Question-
Answering, the corresponding reasoning tasks become more complex. In Question-Answer-
ing, the user’s information request is more specific than in ad-hoc retrieval. For instance,
wh-questions ask for information concerning a particular argument position, and a Question-
Answering system has to be able to identify argument positions in the documents to answer
the question properly. In the context of wh-questions, inference amounts to comparing the
argument structures in the documents to the argument structures of the query and in case
of a match returning the value of the wh-argument.

The simplest way of performing inference is to use template matching, where a template
is an argument structure and the wh-argument is left empty. A shortcoming of this approach
is that perfect matches can be expected to be rather rare. The values of arguments can be
complex phrases and it is necessary to split the phrases into their simpler constituents such
as head-moadifier pairs. Comparing only the heads increases the chance of matching.

But even then, we are still facing problems like word-sense ambiguity and synony-
mous words — just as in ad-hoc retrieval. Given the quite disappointing experimental
results of applying word-sense disambiguation and query expansion with synonyms to ad-
hoc retrieval, the obvious question is whether comparable results can be expected if these
techniques are applied to Question-Answering. The answer is unclear as this has not been
carefully investigated so far. Similarly, if two argument values do not match, but one is a
hyponym of the other, should this be considered as a match?

It seems clear that we have to investigate the opportunities of hierarchical inferences
further. This supports the use of description logic for representing argument structures be-
cause it allows for a more flexible manipulation than templates. To manipulate the proposed
semantic representations (description logic formulas), many highly optimized high-quality
tools such as FaCT (Horroc¢ks, 1999) and RACE (Haarsiev anitel[L1999) are available.

Using description logic for manipulating semantic representations has the added advantage
that it can be easily integrated with hierarchical reasoning tasks, because drawing hierar-
chical inferences is at the very heart of description logic.

4 Conclusions

While | think that there is a role to be played by computational semantics in information
retrieval, special attention should be paid to the balance between suitable representations
and corresponding inference tasks on the one hand, and the retrieval tasks for which they
are being put to use on the other hand.

This position should be contrasted with logic-related work in information retrieval that
was carried out in the early days of information retrieval. Van Rijsbergen}(1986) defined



‘about-ness’ of a documentin terms of logical entailment, wherk'is about’ qif d = q.
Logical entailment could then be checked automatically by using theorem proving tech-
niques. Thus, to retrieve the documents relevant for a qgeoye has to check whether

d I~ q for each documenrd in the collection. Although there are efficient theorem provers
like Bliksem (de Niveiie[2000) and SPASE (Weidenbach et al.,|1996), applying them to
standard data collections like TREC (Harinan, 1.995) which consist of several hundreds of
thousands of documents, this turns out to be computationally very challenging, cf. Crestani
etal. (I99b). The latter illustrates once again the importance of experimental testing in IR
— an important methodological hallmark which should prove instructive or even refreshing
for Computational Semantics
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